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1 Background

A common position in the philosophy of language has beendparation of the ‘intentionality’ of natu-
ral language (NL) and thought from the exercise of the cdiggcand epistemic resources that underpin
perception and action. From this point of view, an adequaterly of meaning is given in a formal theory
of ‘truth’ for NL (see e.g. Davidson (1967); Larson and Sed#l95); Montague (1970)). Such a theory
for NL provides a systematic account of the finite system sbueces that enables the user of the theory
to understand every sentence of the language. However, waearn to examine the employment of this
knowledge in realistic settings, i.e. in communicationwits believed that by stepping outside this method-
ology, we would inevitably be led to have “abandoned not dhty ordinary notion of a language, but we
have erased the boundary between knowing a language andnghow way around in the world gener-
ally.” (Davidson, 1986). As a response to this danger, watiently, a common methodology in Theoretical
Linguistics has been “to try to isolate coherent systemsdha amenable to naturalistic inquiry and that
interact to yield some aspects of the full complexity. If veldw this course, we are led to the conjecture
that there isa generative procedurthat “grinds out” linguistic expressions with their intecke properties,
and performance systentbat access these instructions and are used for intergratid expressing one’s
thoughts” (Chomsky, 2000, 29, emphasis ours). This metlgél principle that dictates strict separation
of the (modelling of) linguistic knowledge (competencellahe application of this knowledge in actual
situations of language use (performance) has been calledjuestion recently by several researchers in-
terested in modelling the capacities underpinning NL usent@ry to the standard “autonomy of syntax”
hypothesis, grammatical models have recently begun tceapipat reflect aspects of performance to varying
degrees (Hawkins, 2004; Phillips, 2003; Lombardo and S2062; Ginzburg and Cooper, 2004; Kempson
et al., 2001; Cann et al., 2005b; Ginzburg, 2012). One typmativation for this shift is that a number
of researchers have recently pointed out that a range oftorataunicative acts (in track 2: Clark (1996))
running in parallel with the communicative acts (in trackhdye to be characterised as part of the grammar
itself (e.g. Purver (2006); Fernandez (2006); Ginzbufi@; Gregoromichelaki et al. (forthcoming)). An-
other type of motivation, espoused Bynamic SyntaxDS, Kempson et al. (2001); Cann et al. (2005b)), is
the demonstration that standard syntactic phenomena axplsned in a cognitively non-arbitrary fashion
by taking a fundamental feature of real-time processing cthncept of underspecification and incremental
goal-directed update - as the basis for the formulation ofesstic constraints.

In the domain of semantics and pragmatics, there has long Wweek emphasising the role of under-
specification in the derivation of meaning and formulatimgions of ‘procedural meaning’ that cannot be
accommodated under the truth-theoretic conceptions ofstos (see e.g. Sperber and Wilson (1995);
Levinson (2002)). Further inadequacies of traditional aeinc theories have been further highlighted by



the pioneering work of Robin Cooper and colleagues who,caeith DRT and related frameworks, have
drawn attention to the importance of formalising the cdmition of an extended, structured notion of the
(multi-modal) context in supplying an adequate theory téiipretation for NLs. In this attempt to provide
an adequate theory of language understanding, attenteoshiféed away from a strict formulation of a truth
theory to the modelling of the structure of the informatioamipulated during perception and action as it
interfaces with linguistic processing (see e.g. Larss@113). Inspired by work in Situation Semantics and
DRT the most recent formulation of this effort has been vadmployment of Type Theory with Records
(TTR), a transparent representation format allowing thexggation and seamless interaction of multiple
types of information. In recent years this has led to a sigguifi expansion of the data deemed appropriate
for inclusion in a formal theory of interpretation, nametye modelling of the use of language in interaction
and the demands that this places on appropriate semantielsn@ee e.g. Ginzburg and Cooper (2004);
Ginzburg (2012)).

In this paper, we set out the case for combining Dynamic Syid&, Kempson et al., 2001; Cann et al.,
2005b) and the Type Theory with Records framework (TTR, @0op005) in a single model (DS-TTR)
in order to capture what is in our view the most fundamentpkeasof linguistic knowledge, namely, its
exercise in interactive settings like conversationalatjak. DS is an action-based formalism that specifies
the ‘*know-how’ that is employed in linguistic processing,dontrast to standard formalisms which codify
(specifically linguistic) propositional knowledge of raleAt the heart of the DS approach is the assumption
that grammatical constraints are all defined in terms of tbgnessive growth of representations of content,
with partial interpretations built step-by-step duringeiraction with context on a more or less word-by-
word basis. In consequence, DS is well-placed to providd#tses for a fine-grained integrational model
of language use that incorporates various aspects of tagdne with perception and action in a single
representation. The data we present below show that suchdal isaequired to account for the syntactic
properties of various phenomena that arise as a result gliége use in interaction, instead of character-
ising them as “dysfluencies” or “performance phenomenahcheoutside the remit of core grammar or
truth-theoretic characterisations. The representatiegsired for the modelling of such phenomena can
be provided in a straightforward manner by the TTR framewshkch allows for the fine-grained incre-
mentality appropriate for showing how such representatican be progressively established and which is
at the heart of what DS is committed to capturing. The bagsighis is the recursive nature of the TTR
records and record type format through its notion of sulpiypiT his allows the specification of underspec-
ified objects, through partially specified types, which canpbogressively specified/instantiated as more
information becomes available. As a result, the formutabd highly structured models of context, where
uniform representations of multiple types of informaticendoe supplied and their interaction modelled,
becomes achievable (see e.g. Larsson, 2011). In addititR,employs a general type-theoretic apparatus
with functions and function types so that standard compsit lambda calculus techniques are available
for defining interpretations, thus capturing the systeatsitand productivity of linguistic semantic knowl-
edge. When combined with a grammar formalism in which “syhiiself is defined as driving incremental
growth of interpretation, strict word-by-word incremdittaof semantic content representations becomes
definable, enabling the maximum amount of semantic infaonai be extracted from any partial utter-
ance and represented as a record type to which fields are adderhentally as more words are processed
in turn. Furthermore, inference, as one of a range of omersitiis definable over these sub-propositional
record types, so that TTR is particularly well suited formegenting how partial semantic information is
step-wise accumulated and exploited. And because typesectirated as objects in their own right, it also
becomes possible to integrate the reification and manipalatf both contents and grammatical resources
for metarepresentational/metalinguistic purposes.

In sum, as we will demonstrate in what follows, the combmatf these two components, DS and TTR,
opens up the means of characterising phenomena that goyfand¢he data expressible within standard
syntactic and semantic theories. We also show %hat suchopiema cannot be handled without radically



modifying the competence-performance distinction asdstedly drawn. The more orthodox view, as we
will show, far from being a harmless abstraction that wileetually seamlessly integrate with a unified
explanation of the capacities that underpin language uses put to have provided a distorted view of the
NL phenomenon, resulting in a misleading formulation ofrtlagure of knowledge required for understand-
ing and production in realistic settings (for philosophiaegyuments supporting this view see also Millikan
(2004); McDowell (1998)).

2 The scope of grammar

2.1 Linguistic knowledge: the standard view and the view fron the DS-TTR perspective

Standardly, the formulation of grammars abstracts away fuse as it is assumed that use of language is
an operation that must have at its core propositional kndgdeof an independently specifiable syntactic
theory and a theory of meaning. Syntax is confined to the dicgnof sentence-strings and so delimiting
the set of well-formed sentences of the language; and samastthen defined as the application to that
set of structured strings of a truth theory yielding profioss as denotations, this being the interface point
at which the contribution of grammar stops and pragmatiksstamver. As a consequence of this stance,
classical truth-based semantic theories have enshrimggBContext Principlevhich holds that one should
“never ask for the meaning of a word in isolation, but onlyhia tontext of a proposition” (see e.g. Davidson
(1967)). Under such a view, it is only as they play a role in lghgentences that individual words or
phrases can be viewed as meaningful. One of the reasonsdbitiénstance is that the basic units of
linguistic understanding are taken tofmepositional speech actas the minimal moves in conversation, and
steps of inference as expressed via either classical logatzuli or inductive generalisations are invariably
modelled as involving propositions as premises and coiweigs Since most standard pragmatic models take
such inferences as the basis for explaining communicati@angomplex propositional reasoning regarding
propositional attitudes like speaker intentions, it is guiement that the grammar delivers such objects as
input to further pragmatic processing. Given this stand#&a of grammar, as independent of language use,
even (psycholinguistic) models within the language-dssadradition bifurcate the concept of ‘language’
as language (that is, language-in-use), to be distinguished from laiggu(that is, language structure)- see
e.g. Clark (1996).

In contrast, the procedural architecture of Dynamic Syri2R) that models “syntax” as “knowledge-
how” incorporates into the grammar two features usuallypeased with parsers, namely, incrementality
and fine-grained context-dependence. These features guedato constitute the explanatory basis for
many idiosyncrasies of NLs standardly taken to pose syintamirphosyntactic/semantic puzzles (see Cann
et al. (2005a); Kempson and Kiaer (2010), and papers in Kemesal. (2011b), also Chatzikyriakidis and
Kempson (2011)). This revision of what kind of knowledge ealgmar’ encapsulates is appropriate for
combining it with some of the foundational assumptions tihaterlie the employment of TTR by Cooper
and colleagues, namely, the provision of an integratedtathre that handles the integration of perception
and action in language use. As standard in TTR, the semamtitiloution of utterances can be taken as
operations on fine-grained structured representationsraégts but, extending its expressivity, the incorpo-
ration of incrementality within the grammar formalism isfgied by the application of the grammar-defined
principles to a much broader remit of data than is possibd®nventional grammars, in particular to include
the rich set of data displayed in conversational exchanges.

2.2 Incrementality, radical context-dependence and dialgue phenomena

2.2.1 The (non-)autonomy of syntax

In conversation, evidence for incrementality is providgdtie fact that, as can be seen in (1), dialogue
utterances are fragmentary and subsentential, yet,igilddl actions can be performed all the same in the

context of the ongoing interaction with interlocutors ahd physical environment:
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Q) Context: Friends of the Earth club meeting

So what is that? Is that er... booklet or something?

It's a [[bookK]]

. [[BooK]] (Answer/Acknowledgement/Complejion

Just ... [[talking about al you know alternative]] Cdntinuatior)
[[ On erm... renewable yeah]]  Ektension

energy really I think... Completion

Yeah (Acknowledgmet [BNC:D97]

>PB®O0O®WWO®mE

Moreover, this interactivity is buttressed by the abilifytlee participants to manifest their progressive un-
derstanding as they “ground” each other’s (subsentemtatjributions througtvack-channetontributions
such asyeah mhm etc (see e.g. Allen et al. (2001)). Moreover, the placingerfis like inserts, repairs,
hesitation markers etc. far from being “errors (random @rabteristic) in applying knowledge of language
in actual performance” (Chomsky, 1965, p. 3), follows sysiéic patterns that show subtle interaction with
grammatical principles at a sub-sentential level (Le\d83; Clark and Fox Tree, 2002):

(2) well, . I mean this . uh Mallet said Mallet was uh said sdnireg about uh you know he felt it would
be a good thing if u:h . if Oscar went, (1.2.370)

This implies that dialogue phenomena like self-repairgrintptions, extensions, corrections etc. re-
quire modelling of the participants’ incremental undemgiag/production; and if, as we will show, par-
ticular NL grammars are required to provide the licensingso€h constructions then such grammars
need to be equipped to deal with partial/non-fully-sen&ronstructs. Modular approaches to the gram-
mar/pragmatics interface deny that this is an approprigétegly. Instead they propose that the grammar
delivers underspecified propositional representationsi@g to pragmatic processes that achieve full in-
terpretations and discourse integration (see e.g. Sahta(®003), following an SDRT model). However,
an essential feature of language use in dialogue is the \aig®er that on-going interaction and feedback
shapes utterances and their contents (see e.g. Goodwih)(I®8rk (1996), among many others), hence it
is essential that the grammar does not have to licence wihgpesgitional units for semantic and pragmatic
evaluation to take place. And this is the strategy DS adopiis @perates with partial constructs that are
fully licensed and integrated in the semantic represemdtnmediately. This has the advantage that on-
line syntactic processing can be taken to be implicateddtitiensing of fragmentary utterances, even when
these are spread across interlocutsm@i{ utterancey without having to consider such “fragments” as ellip-
tical sentences (Merchant, 2004), or as contributing pedipally derived propositional contents (Stainton,
2006) or non well-formed in any respect. And this is esséfiiiaa realistic account of dialogue as people
can seamlessly take over from each other in conversatioay irfay seek to finish what someone else has
in mind to say as in (3), but equally, they may interrupt te@iwhat someone else has proffered, taking the
conversation in a different or even contrary direction,ra@l) and (5) :

(3) Gardener: | shall need the mattock.
Home-owner: The...
Gardener: mattock. For breaking up clods of earth.[BNC]

(4) (A mother, B son)
A: This afternoon first you'll do your homework, then wash thiehes and then
B: you'll give me£10?

(5) (A and B arguing:)
A: In fact what this shows is
B: that you are an idiot



Furthermore, this is a form of exchange that children camijpfrom a very early age to complete someone
else’s utterance, as witness the English nursery game OtiDbtzald had a Farm:

(6) A:Old MacDonald had a farm. E-I-E-I-O. And on that farmHed a
B: cow.
A: And the cow goes
B: Moo.

And carers may trade on this ability, e.g. in talking in a eayclass, again from a very early age:

(7) (teacher to first of a set of children sitting in a circle)
A: Your nameiis ...
B: Mary
A: (turning to next child) And your name is...
C: Susie
and so on

A respondent, as in (6) and (7) the child, may just completeamé set out by the dialogue initiator.
However, commonly, participants may, in some sense, “jaspkgoing” from where their interlocutor had
got to, contributing the next little bit:

(8) A:We're going to London
B: to see Granny?
A: if we have time.

Such exchanges can indeed be indefinitely extended, scdtiatentributor may only be contributing some
intermediate add-on without either of them knowing in adathe end-point of the exchange:

(9) (a) A: Robin’s arriving today
(b) B: from?
(c) A: Sweden
(d) B: with Elisabet?
(e) A: and a dog, a puppy and very bouncy
(f) B: but Robin’s allergic
(g) A: to dogs? but it's a Dalmatian.
(h) B: and so?
() A: it won't be a problem. No hairs.

The upshot of this is that it is often hard to tell where oneteere begins and the next starts. Does the
exchange in (9) consist just of one sentence or perhaps two ali that precedes “problem” plus the final
“No hairs”? Or does it consist of one sentence for each fragma® individually uttered?

Faced with this kind of dilemma, it might be tempting to dissithe phenomenon altogether as a dysflu-
ency of conversational dialogue, but the problem is not ipenee of incompleteness in characterisation of
a single sub-area of language use. The form of these “fratghismot random but, to the contrary, follows
the licensing conditions specified by the NL grammar — sytit@ependencies of the most fundamental sort
hold between the subsentential parts:

(10) A: I'm afraid | burned the buns.
B: Did you burn
A: myself? No, fortunately not.



(11) A: D’you know whetheevery waitresshanded in
B: her taxforms? A: or evemny payslips?

Given that the standard motivation behind the sentertfiapositionalist bias in syntax and semantics is
the assumption that only sentences/propositions can bleutiee performance of speech acts, it might seem
but a minor extension to include such phenomena under soop@gitional/sentential reconstruction with
additional encoded or inferred speech act specificatioimss Jtrategy has been applied in many cases of
ellipsis where either an underlying sentence is constdumtel in greater part deleted (e.g. Merchant (2004))
or in recent models of dialogue where a speech act spedaificatid a propositional content are constructed
by operations on context (see e.g. Ginzburg (2012)). Howvéve phenomenon is much more general than
such analyses suggest. People can take over from one aab#rgy arbitrary point in an exchange, setting
up the anticipation of possible dependencies to be fulfil@ have already seen that it can be between a
preposition and its head, (9b-c), between a head and itsleamept (9f-g), between one conjunct and the
next (9d-j) etc. (10) involves a split between a reflexivenman and its presented antecedent. (11) involves
a split between a quantifying expression and some pronoanitthinds, and then across a disjunction
and another shift of speakers to a negative polarity itenedégnt on that initially presented quantifier. (3)
involves a split between determiner and noun. The upshbéatsivitch of participant roles is possible across
ALL syntactic dependencies (Purver et al., 2009): particgignd dialogue seem, in some sense, to be able
to speak with a single voice, even while yet directing theveosation as they individually wish. Unless
the grammar reflects the possibility of such dependencié® teet and fulfilled across participants (or, in
fact as we will see below (12)-(17) in interaction with theypical environment) not a single grammatical
phenomenon will have successfully been provided with a dermpuniform characterisation.

On the other hand, any attempt to reflect this type of cordependence, and the attendant sense of
continuity it gives rise to, through grammar-internal dpeations will have to involve constraints on frag-
ment construal that go well beyond what is made availablenms$ of denotational content: indeed such
constraints will have to include the full range of syntaeticd morphosyntactic dependencies. As Ginzburg
and Cooper (2004); Ginzburg (2012) observe (following Emobservations in Morgan (1973, 1975)), in
all case-sensitive languages there is sensitivity of tiiagt” expressions to some notion of recoverable
antecedent syntactic environment, so that invariably thgnient uttered has to match the morphosyntactic
requirements set by the expression to which it is providingegtension. For all such cases, a seman-
tic/pragmatic characterisation on its own will not be sudiind, and syntactic licensing is essential. However
the puzzle is not yet complete. As has already been demtatstog Stainton (2006), speakers can perform
genuine speech acts via use of subsentential constitudhisuivneeding first to recover complete syntac-
tic sentences or sentence contents. Nevertheless, gotur&tainton’s assumptions, such “fragments” too
need to respect the morphosyntactic requirements of teeanel NL, a fact indicating the employment of
the grammar at a subsentential level, even when derivafigheospeech act content is achieved purely
pragmatically:

(12) Context: A and B enter a room and see a woman lying on tbe flo

A to B: Schnell, den Arzt/*der Arzt [German]

“Quick, the doctop ¢ /*the doctoloas”
But these data are also problematic for any account thaysembuch phenomena in purely linguistic terms
by defining rules that make reference to (covert) antecedietanceswith some specified NL syntactic

form (see e.g. Ginzburg (2012)). For, like anaphora anddstahelliptical phenomena, most dialogue
phenomena, clarifications, extensions, corrections att.occur without linguistic antecedents:

(13) Ais contemplating the space under the mirror whilerrasaging the furniture and B brings her a
chair: 5



tin karekla tis mamas?/*i karekla tis mamas? Ise treli? Rfe [clarification]
the chair of mum’scc/*the chairyor of mum’s. Are you crazy?

(14) A sees Bill entering the building and turing to C exclaim
A: o0 Giannis(?)/*ton Gianni(?) [Greek] [assertion(/cfaration)]
the Johr;o s /*the Johmy oo

(15) Ais looking for her keys and B points to a desk:
B: your desk? I've looked there. [clarification]

(16) Ais handing a brush to B:
A: for painting the wall? [clarification]

(17) Ais pointing to Bill:
B: No, his sister [correction]

Hence accounts that rely on rules that require referencere ssalient linguistic form of utterance an-
tecedent are not general enough for the phenomena at harad.is¥ieeded, in our view, are representations
of both (linguistic) content and context in which multiplmlti-modal) sources of information are all ex-
pressed in a single format. This will enable the modellindireguistic resources that can make reference
to and modify such representations in an incremental mar@arthe DS-TTR account, as we shall see,
morphosyntactic particularities, for example, do not waatrdistinct levels of explanation in the update
mechanisms needed for fragment construal, for morphabdgitormation, like all other aspects of mor-
phosyntactic and syntactic specification is defined in tesfribe constraints the morphological form im-
poses on appropriate integration into a structured comggmesentation, effecting a specified update. Seen
from this perspective, these dialogue data, far from beé@side as beyond the reach of grammar, in fact
demonstrate how the grammar needs to be equipped with faeegr licensing mechanisms that operate at
the subsentential level with sensitivity to the time linpaogress of interaction between the agents and the
evolving context in which their interaction takes place.

2.2.2 Pragmatic/semantic “competence” and radical contéxdependence in dialogue

These data are significant for pragmatics also. There has deassumption held by almost all those
working in pragmatics that the supposedly isolatable semtaneaning made available by the grammar
should feed into a theory of performance that explains helgtive to context, such “sentences” can be
uttered on the presumption that the audience will come t@ratdnd the propositional content which the
speaker has (or could have) in mind. However, participargg well understand what each other is saying
and switch roles well before any such propositional contentld be interpreted to constitute the object
relative to which some agent or other could hold a propasiti@ttitude. These switches take place, re-
call, at any arbitrary point in the constructive procesderitions of the parties to the dialogue may only
emerge/develop during the exchange (Mills and Gregoroatagly 2010), and so cannot be intrinsic to all
processes of communicative understanding, as is so ggnassumed, for example, in the only existing
formal model of completions, that of Poesio and Rieser (2010

(18) A: Oh. They don’'t mean us to be friends, you see. So if wetw@be ...
B: which we do
A: then we must keep it a secret.  [natural data]

(19) Daughter: Oh here dad, a good way to get those corners out
Dad: is to stick yer finger inside.
Daughter: well, that's one way (Lerner 1991)
7



(20) M: It's generated with a handle and
J: Wound round? [BNC]
M: Yes, wind them round and this should, should generate myeha

There is negotiation here, as to what is the best way to asmtinpartial structure as proffered by either
party, with intentions of either party with respect to thahtent, possibly only emerging as a result of the
negotiation. Utterances may also be multi-functional,hsd more than one speech act can be expressed in
one and the same utterance:

(21) A: Areyou left or
B: Right-handed

(22) Lawyer: Do you wish your wife to witness your signatusage of your children, or..?
Customer: Joe.

So there is no single proposition or indeed speech act teahtlividual speaker/hearer may have carried
out.

The commitment to the recovery of propositions or proposil speech act contents as a precondition
for either successful linguistic processing or effectinteraction (Grosz and Sidner (1986)) has therefore
to be modified; and so too does the presumption of there hagibg explicit plans/intentions on the part
of the speaker (Poesio and Rieser, 2010; Carberry, 199Gheloontrary, these data provide evidence that
the grammar itself and its mechanisms can be exploited hyaaficipants in a conversation as the means
to progress that interaction at a subsentential level beday such speech-act or propositional content be-
comes available. In fact, in many cases, the participamissoaply rely on the setting up of grammatical
dependencies and the parallel in both speaker and heatexeiment to fulfil them in order to perform pos-
sibly composite speech actr@émmar-induced speech ac@Gregoromichelaki et al. (forthcoming)) without
even requiring steps of inference or recovery of propasiti(see also (7) and (11) above):

(23) Jim: The Holy Spirit is one who ...gives us?
Unknown: Strength.
Jim: Strength. Yes, indeed. .... The Holy Spirit is one whagius? .....
Unknown: Comfort. [BNC HDD: 277-282]

(24) George: Cos they [unclear] they used to come in here &emand bunkers you see.
Anon 1: Water and?
George: Bunkers, coal, they all coal furnace you see, .. JBNBH:59-61]

(25) A: And you're leaving at ...
B: 3.00 o’clock

(26) Therapist: What kind of work do you do?
Mother: on food service
Therapist: At ...
Mother: uh post office cafeteria downtown main point officeRetdwood
Therapist: Okay [Jones & Beach 1995]

Such cases show, in our view, that “fragmentary” interactio dialogue should be modelled as such, i.e.
with the grammar defined to provide mechanisms that allowptréicipants to incrementally update the
conversational record without necessarily having to e metarepresent propositional speech act con-
tents or contents of the propositional attitudes of the roffzgticipants as theine qua norof successful
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communication. In the exercise of their grammatical knalgkein interaction, participants justify Wittgen-
stein’s view that “understanding is knowing how to go on”. tsf@mmunicative interaction is achieved
implicitly in such cases via the grammatical mechanismmgaves without prior explicit commitment to
deterministic speech-act goals, even though participzamsreflect and reify such interactions in explicit
propositional terms (see e.g. Purver et al. (2010)), shthdg so choose. The fact that such reifications
are possible, even though it requires that the dialogue hsbdelld provide the resources for handling them
when they are explicit, does not imply that they operate & hihckground when participants engage in
(unconscious, sub-personal) practices that can be deddritm the outside in explicit propositional terms.
The level of explanation for explicit descriptions of acisoand implicit practices is not the same. In par-
allel with Brandom’s (1994) conception of the logical vouaktsyy as the means which allows speakers to
describe the inferential practices that underlie theigleage use, conversational participants manifest their
ability to “make explicit” the practices afforded to thempiititly by subpersonal procedures when either
communication breaks down or when they need to verbaliseggiualise the significance of their actions
(for a similar view account of practices at other higher lew# coordination see Piwek (2011)).

The problem standard syntactic theories have in dealingdidiogue data can be traced to the assumption
that it is sentential strings that constitute the outpuhefgrammar, along with the attendant methodological
principle debarring any attribute of performance withia grammar-internal characterisation to be provided.
The semantic literature, on the other hand, focuses on thergsion that NL meaning can be modelled
through a Tarski-inspired truth theory for NL. Neo-Davidems (e.g. Larson and Segal, 1995) further
assume that knowledge of language consists in tacit priogosi knowledge of the truth theory; this tacit
knowledge is what enables individuals to produce and ingérppeech appropriately in interaction with
others with the same tacit knowledge. However, Davidsorshkifracknowledges that the individualistic
perspective on what this knowledge consists in is inadequat

...there must be an interacting group for meaning —evergsitypnal thought, | would say—to
emerge. Interaction of the needed sort demands that eaieidunal perceives others as reacting
to the shared environment much as he does; only then caninigaelke place and appropriate
expectations be aroused. (Davidson, 1994)

In this respect, Cooper and colleagues (see e.g. GinzbQi@)2vho employs Cooper-inspired TTR meth-
ods) have achieved the significant advance of defining aricixpémantic model that does not restrict
itself to the modelling of informational discourse but eedl attempts to describe the fine-grained structure
of conversational exchanges that result in participantdioation (see e.g. Pickering and Garrod (2004))
and explores the ontologies required in order to define h@gdpevents can cause changes in the mental
states of dialogue participants. But, following standasdumptions, syntax is defined independently and
in effect statically (however, see Ginzburg (2012, ch. M)ah, in our view, prevents the modelling of the
fine-grained incrementality observable in the split-@#itee and repair data, a lacuna which the DS-TTR
combination aims to repair. As we will see below, when emleddd the action-based incremental architec-
ture provided by DS, the view of the semantic landscape @wmnghe instrumentalist Davidsonian stance
towards the content assigned to subsentential constifuastsubordinate to sentential contents, has to be
revised in that subsentential contributions provide treaigofor as much and as significant (externalised)
“inference” and coordination among participants as anyp@sdional contributions. And to explain the re-
lation between a provided partial structure as context andgpdate that completes or extends it, the concept
of context has to be structural to a level of granularity rhitg that of syntax.

3 DS-TTR for dialogue modelling

In turning to the modelling of conversational dialogue, wié meed concepts of incrementality applicable
to both parsing and generation. Milward (1991) sets out teypdoncepts oftrong incremental interpre-
tation andincremental representationThese concgepts apply to semantic incrementality, larg8lyong



incremental interpretation is the ability to make avaiathle maximal amount of information possible from
an unfinished utterance as it is being processed, partiguilee semantic dependencies of the informational
content (e.g. a representation suchaslike’(john', x) should be available after processing “John likes”).
Incremental representation, on the other hand, is definedragresentation being available for each sub-
string of an utterance, but not necessarily including theeddencies between these substrings (e.g. having
a representation such gshn’ attributed to “John” and\ y. A\ z.like’(y, z) attributed to “likes” after pro-
cessing “John likes”). But there are three further concppt$aining to incrementality to bear in mind. In
order to express the incrementality intrinsic to syntax,nsed to stipulate that these abilities exhildrd

by word incrementalitywhereby all information affiliated with a word must be takerupdate the structure

to which it applies as input immediately, whether strudiuranceptual, or, if applicable, semantic. As we
shall see, it is this third notion which lies at the core of Bgmic Syntax, in which syntax is defined in
terms of such structural update. Furthermore, in order tdehoompound contributions as described in the
examples given thus far, it also becomes evident that theseptations produced by parsing and genera-
tion should beinterchangable as will be discussed in section 4.1. Finally, the notion rfrecrementally
constructegrocedural contexbecomes important for modelling self-repair, a qualityted DS framework
described in section 3.2 and exploited in section 4.2.

3.1 Combining Dynamic Syntax and TTR

Dynamic Syntax is a parsing-directed grammar formalism,

Dynamic Syntax (DS, Kempson et al., 2001) is a grammar framnewhich models the word-by-word
incremental processing of linguistic input. Unlike mangetformalisms, DS models the incremental build-
ing up ofinterpretationswithout presupposing or indeed recognising an independeat of syntactic pro-
cessing. Thus, the output for any given string of words isr@lgisemantidree representing its predicate-
argument structure; words and grammatical rules corre@sporactions which incrementally license the
construction of such representations in tree format, eyimdoa modal logic for tree description which pro-
vides operators able to introduce constraints on the fudkeeelopment of such trees (LOFT, Blackburn
and Meyer-Viol, 1994). The DS lexicon consistslefical actionskeyed to words, and also a set of glob-
ally applicablecomputational actionsboth of which constitute packages of monotonic update aijmers
on semantic trees, and take the form of IF-THEN action-likes which when applied yield semantically
transparent structures. For example, the lexical actioresponding to the worjbhn has the preconditions
and update operations in example (27): if the pointer ol{j¢¢t which indicates the node being checked
on the tree, is currently positioned at a node that satidfiegptoperties of the precondition, (e.g. has the
requirement typ€Ty(e)), then all the actions in the post-condition can be comgletgese being simple
LOFT monotonic tree operations.

(27) IF Ty(e)
THEN put (T'y(e))
put ([ T : john ])
ELSE abort

The trees upon which actions operate represent terms igpld tambda calculus, with mother-daughter
node relations corresponding to semantic predicate-agguistructure (see (1) below). In DS-TTR, the
nodes of such trees are annotated with a node typeTe.@:)) and semantic formulae in the form of TTR
record typesCooper (2005). In the recent move to incorporate TTR into B&er et al., 2010, 2011),
following Cooper (2005), TTRecord typesconsist of fields of the forn{ [ :T ] containing a unique
label! in the record type and a type which represents the node type of the DS tree at which theuiari
situated if it is a simple type, or else tfieal node type (e.g. typefor a predicate at &'y(es; — t) node).
Fields can benanifest(i.e. have a singleton type such East:a : T ]). Within record types there can be
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dependenfields such as those whose singleton type is a predicate [ap;mike(w) Dt ] wherez andy
are labels in fields preceding it (i.e. are higher up in thekieal representation). Functions from record
type to record type in the variant of TTR we use here emploxgadnd are of the form : [ i1 : 71 ]
[ 12—,.1 : T1 ], an example being the formula at the typg(e; — ¢) node in the trees in (1) below, giving
DS-TTR the required functional application capability:nétior node functions are applied to their sister
argument node’s formula, with the resultifgreduced record type added to their mother

We further adopt an event-based semantics along Davidstings (Davidson, 1980). As shown below,
we include an event node (of tyjge) in the representation: this allows tense and aspect to jpressed,
allowing incremental modification to the the record type le&X'y(e;) node during parsing and generation
after its initial placement in the initial axiom tree. Thelmsion of an event node also permits a straightfor-
ward analysis of optional adjuncts as extensions of aniegisemantic representation (see below section
4.1 and Appendix 1 for examples).

event—e, :es
RefTime D es
“John” event : e “arrived” T—j :
s =john
T=john : € P=arrive(event,z)

e
t
plzRefTime<now tt
p2:event§RefTime H

[ event : e | Ty(es — t) A

event—c, D es Arl : [ event : es ]
RefTime D es event—ri.cvent : €s
pl:RefTi7rLe<now o T=john :

[ T=john : € ] <>7?Ty(65 - (6 - t)) p2:e’ue7LthefTirne o |: P=arrive(event,z) * t

Ar [ T e ]

Arl: [ event : es ]

[ Z—jonn : € | [ event—ricvent : e
Tera .

P=arrive(event,z) *

Figure 1: Parsing “John arrived”

DS-TTR parsing intersperses the testing and applicatidyotf lexical actions triggered by input words
and the execution of permissible sequences of computagatians, with their updates monotonically con-
structing the tree. Central to this perspective is the goingkstructural underspecification with subsequent
update, a stance which is reflected by including among tleettemsitions to be induced, one which yields a
tree relation with no more characterisation t{&n) 7'n(a); this dictates that the node so constructed should
be dominated by some node in a definable tree-domain latex tpdated when a suitable fixed tree-node
relation becomes available. This approach, familiar isiparimplementations of long-distance dependency
(see?, also Kaplan and Zaenen (1989) and the concefwrmftional uncertaintyof LFG), is incorporated
into DS as a core structural transition of an unfixed nodetiocneand subsequent merge with the matrix
tree, and is taken as the basis for a broad range of longadestand other non-contiguous dependencies. All
such cases are made subject to resolution at some futuretipmingh the imposition of a requirement for a
fixed tree-node valué3xTn(x).

For functional application and Link-Evaluation (see Canmle (2005b, ch. 3), but also Appendix 1 for example DS-TTR
derivations involving Link-Evaluation), which requiregtiintersection/concatenation of two record typelbellingis carried out
when necessary to avoid leaving incorrect variable namreirecord types in the manner of Cooper (2005) and Ferz&2066).

%see Cann (2011) for the detailed Reichenbachian treatri¢enise/aspect used here.
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Seen in these terms, successful parses are sequencesoonfagmtiications that lead to a tree which is
complete (i.e. has no outstanding requirements on any reotikhas typel'y(¢) at its root node as in
(2)). Incompletepartial structures are maintained in the parse state on a word-bg-basis, giving DS its
incrementality, and with the DS-TTR composite it is now plolesto make available a record type which
gives the maximal amount of semantic information availdblepartial as well as complete trees (see the
left tree in (1) above) by a simple tree compiling operatiwhich is schematically:

1. Decorate all terminal argument nodes (the left side nodeking instantiated formulae with record
types containing a variable of the appropriate type.

2. Carry out functional application from the record typesampiled functor nodes to the record types of
their sister argument nodes in a bottom-up fashion, congpais-reduced record type at their mother
node. Relabel record type variables where necessary. famant nodes with no sister functor nodes,
simply mergethem (return theneettype (Cooper, 2005)) with the current root node’s recoretyp

This TTR compilation efficiently solves the problem of theyipusly implicit strong incremental semantic
representation in DS, as now maximal record types beconikableaas each word is processed.

Finally, in DS, as well as matrix trees, (island) structuras be induced as locally independent simple
predicate-argument structures, so-calie#ted trees, which are twinned as an asymmetric non-structural
tree-dependency ensured through a sharing of formula t@rmsdes in the two trees in question, incremen-
tally imposed in the transition from development of one iphttee to the other (see Kempson et al., 2001).
Canonical cases are relative clause adjuncts (Cann eD@bp2 Gregoromichelaki, 2006), but equally, the
LINK transition applies to a broad range of phenomena sudmasicts and hanging-topic constructions.
Within DS-TTR, LINKs are elegantly evaluated as the intetis®/concatenation (theeetoperation, as in
Cooper (2005)) of the record-type accumulated at the topLdN&ed tree and the matrix tree’s root node
record type (see Appendix 1 for example derivations).

The advantage of the DS-TTR composite system is the metaatieal clarity it affords to the growth
process defined by the modular LOFT-TTR architecture. Iriqdar, the LOFT underpinnings to the
mechanisms of tree-growth mean that the DS insight that sgm&actic restrictions emerge as immediate
consequences of the LOFT-defined tree-growth dynamicesepred without modification (See Cann et al.
(2005b), Cann et al. (2007); Kempson and Kiaer (2010); Kempet al. (2011a); Chatzikyriakidis and
Kempson (2011)).

3.2 DS-TTR procedural context as a graph

Aside from the strong incremental interpretation that DERTrepresentations afford, in line with the stip-
ulations for adequate models of dialogue, our model previle incremental accesspmcedural context
required for modelling the phenomena reviewed above. Fortii$context is taken as including not only
the end product of parsing or generating an utterance (tharsic tree and corresponding string), but also
information about the dynamics of the parsing procesd itsifle lexical and computational action sequence
used to build the tree. As defined in Purver and Kempson (20@4lver et al. (2006), one possible model
for such a context can be expressed in terms of trifledV, A) of a treeT’, a word-sequenc®” and the
sequence of actiond, both lexical and computational, that are employed to cansthe trees. In parsing,
the parser stat& at any point is characterised as a set of these triples; iargéan, the generator staté
consists of a goal tré€; and a set of possible parser states paired with their hypiste partial strings'.
As will be addressed below, the definition of a parser/gaoesate in terms of parse states ensures equal
access to context for parsing and generation, as requitigd each able to use a full representation of the
dynamic linguistic context produced so far.

A further modification provides the requiréttremental representatioas stipulated above. This modifi-
cation requires changing the view of linguistic corltfxtastdng around a set of essentially unrelated action



sequences; an alternative is to characterise DS procezhmtExt as a Directed Acyclic Graph (DAG). Sato
(2011) shows how a DAG with D&ctionsfor edges and (partiatyeesfor nodes allows a compact model
of the dynamic parsing process; and Purver et al. (2011 ndxtas to integrate it with a word hypothesis
graph (or “word lattice”) as obtained from a standard speechgniser.

[ 1
john
WO —-mmmmmm T T T T ~ w1
/,Q’@ OO O | 7| LEX=arives' gy
intro —>O_
O< LEX='john’ _ LEX="arrives’
o P ;a'dj'u.%ci ....... .O ,‘ complete ="arrives '.
\ LEX=john’ > complete anticip LEX="artives’

3
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Figure 2: DS context as DAG, consisting of parse DAG (circulades=trees, solid edges=lexical(bold)
and computational actiongroundedinthe corresponding word DAG (rectangular nodes=tree setidl
edges=word hypotheses) with word hypothesis ‘john’ spaniiee sets W0 and W1.

The graphical characterization results in a model of caraexhown in figure 2, a hierarchical model with
DAGs at two levels. At the action level, the parse graph DAY in the lower half of figure 2 with solid
edges and circular nodes) contains detailed informatiautatiine actions (both lexical and computational)
used in the parsing or generation process: edges corrasgotudthese actions are connected to nodes
representing the partial trees built by them, and a pathutiiraghe DAG corresponds to the action sequence
for any given tree. At the word level, the word hypothesis D@Bown at the top of figure 2 with dotted
edges and rectangular nodes) connects the words to thése setjuences: edges in this DAG correspond
to words, and nodes correspond to sets of parse DAG nodesti{arefore sets of hypothesized trees).
For any patrtial tree, the context (the words, actions andegatieg partial trees involved in producing it)
is now available from the paths back to the root in the word paide DAGs. Moreover, the sets of trees
and actions associated with any word or word subsequenceoaralirectly available as that part of the
parse DAG spanned by the required word DAG edges. This, ofsepumeans that the contribution of
any word or phrase can be directly obtained, fulfilling thigecion of incremental representation. It also
provides a compact and efficient representation for meltjmmpeting hypotheses, compatible with DAG
representations commonly used in interactive systemiydimg the incremental dialogue system Jindigo
(Skantze and Hjalmarsson, 2010), a move that has been tagk@urver et al. (2011). Importantly, as
described below, the DS definition of generation in termsaskmg still means this model will be equally
available to both, and used in the same way by both modules.cfiteria of interchangeability and equal
incremental access to context, essential for the modetifngpvering compound contributions and self-
repairs (see below), are therefore satisfied.

3.3 DS-TTR Generation as Parsing

In turning to the DS-TTR account of generation, a number efiminaries have first to be addressed.
First, as the split utterance data demonstrate, increrneglti@viour needs to include allowing confirmation
behaviour as in (23), (20), continuations in utteranceseshhetween the user and system as in (3), (4),
(7)-(23), but also user interruptions without discardihg semantic content built up so far to provide for
realistic clarification andelf-repair capability such as in (2). And as these data have illustrateividual
fragments may display more than one such attri{)éne. As we bfpulated above, the three requirements



of exhibiting strong incremental interpretatigrincremental representatioon a word-by-word basis and
continual access tprocedural contexextends to the generation module, which must implementfit4
mation made available by selected expressions withouy.ddlaere is however also a fourth requirement
in generation: the generation of incremental dialogue phmma of course requires incremental parsers
and dialogue management modules which can reason with thansie representations it produces, so an
extrinsic necessity on the module is that it should have tbhpayty ofrepresentational interchangeability
with other modules. DS-TTR can meet these criteria, whigiventional grammar frameworks, as we have
already seen, struggle to capture elegantly, particufarlgxamples such as (10) and (11).

Amongst recent developments in incremental generatiohe@G2007) models incrementality in the con-
ceptualization phase, developing a module which genesatesintic input to the formulator incrementally.
While syntactic formulation is not the focus, the interfdomween the incremental conceptualizer and the
formulator is clearly defined: the conceptualizer’s incestal modification to pre-verbal messages char-
acterizes downstream tactical generation and the modiicaf the messages with correction increments
causes self-repair surface forms to be realized. Buf3 anku@mn (2011) recently introduced dialogue
management strategies in the same spirit and albeit lestqiggically motivated, Skantze and Hjalmars-
son (2010) provide a similar approach to Guhe’s conceptumhge model in their implementation of incre-
mental speech generation in a dialogue system. Generatom is defined in terms of canned-tesyieech
plans sent from the dialogue manager that are divided up into emdth speech units The procedure
consists of the incremental vocalization of each unit, tedipvith self-monitoring the plan in the sense of
Levelt (1989). As speech plans may change dynamically duriteraction with a user, upon detection of
difference by the monitor through a simple string-based gamson of the incoming plan with the current
one, bothcovertandovertself-repairs can be generated, depending on the numbeirtsfinithe plan real-
ized at the point of detection. These approaches thus &yiatilise a system of partial inputs to generation
components to reduce complexity burdens and top-downioeved string-based speech plans or syntactic
structures, however there is not a clear description of howeremental semantic representation can be
tightly coupled with surface realisation to facilitate figeined build up of meaning during generation,
which is a prerequisite for generating interesting incnetaledialogue phenomena. Skantze and Hjalmars-
son’s model is a step towards coupling word-by-word geim@rand self-monitoring, however the lack of
incremental semantics and domain-general grammar ma&kbgity and integration with a parsing mod-
ule difficult. Relating semantics to surface form via canted restricts the system’s possible utterances
hugely even in one domain. And in an account such as thisdlmsull sentence characterisation with late
deletion, there is no semantic word-by-word incrementaditthe form of explanation, so dynamic ongoing
alteration is precluded in principle.

In comparison to these, the DS system addresses the indadityeproblem head on by incorporating
within the grammar formalism at least some of the necessarginentality requirements for dialogue. And
this is extended to generation in a very direct way as Pumdrkempson (2004a) demonstrate. An in-
cremental DS model of surface realisation can be neatly effim terms of the DS parsing process and a
subsumption checkgainst ayoal tree The DS generation process is word-by-word incrementad midxi-
mal tree representations continually available, and @éaiffely combines lexical selection and linearisation
into a single action due to the word-by-word iteration thylodhe lexicon. Also, while no formal model of
self-repair has hitherto been proposed in DS (but see badotios 4.2), self-monitoring is inherently part of
the generation process, as each word generated is parsedvétowhile the Purver and Kempson (2004a)
DS generation model is incremental, it does not meet thermit of strict incremental interpretation as
stipulated above, as maximal information about the depeneés between the semantic formulae in the tree
may not be computed until the tree is complete - this is areissldressed in the developments reported here.
Also, in terms of logical input forms to generation, the gmak needs to be constructed from the grammar’s
actions, so any dialogue management module must have fullkdge of the DS parsing mechanism and
lexicon, and so interchangeability of representa&ign bexodifficult. For this reason several adjustments



are suggested below, given the new DS-TTR framework.

3.3.1 TTR goal concepts and subtype checking for lexicalitan

One straightforward modification to the DS generation medabling representational interchangeability
with other modules is the replacement of the previously @efigoal treewith a TTR goal conceptwhich
takes the form of a record type such as:
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Importantly, the goal concept may partial, in that the dialogue manager may further specify it, anééch
not correspond to a complete sentence, which is importanhéoemental dialogue management strategies
(Guhe, 2007; Buf? and Schlangen, 2011), as it is needed for examples as (1)-(3). This move also
means the dialogue manager may input goal concepts ditectlye generator, and no considerations of
the requirements of the DS grammar are needed, in contrd&tricer and Kempson (2004a)’s approach.
The tree subsumption check in the original DS generationeincah now be characterized again as a TTR
subtype relation check between the goal tree and the trébe parse state’s compiled TTR formulae:

(29) Subtype relation check
For record typepl andp2, pl C p2 holds just in case for each fie[dl : T2 ] in p2 there is a field
[ 1 : T1 ]inplsuchthafl'l C T2, thatis to say just in case any object of typeis also of type
T2.3 The type inclusion relation is reflexive and transitive.gfpigd from Fernandez (2006, p.96))

An example of a successful generation path is shown in Figtireshere the incremental generation of
“john arrives” succeeds as the successful lexical actigiiggtions at transitionft}-| 2] and[3]-[4] are
interspersed with applicable computational action secemat transition®}—[ 1]and[2}-[3], at each stage
passing the subtype relation check with the goal (i.e. tlz iga subtype of the top node’s compiled record
type), until arriving at a tree thaype matchethe assigned goal concept@ in the rich TTR sense df/pe
In implementational terms, there will in fact be multiplengeation paths in the generation state, including
incomplete and abandoned paths, which can be incoporatethenDS notion of context as a DAG.

Another advantage of working with TTR record types rathanttrees during generation is that selecting
relevant lexical actions from the lexicon can take placeokmfieneration begins through comparing the
semantic formulae of the actions to the goal concept. Sebtyyecking makes it possible to reduce the
computational complexity of lexical search through a peebal lexical action selection. Informally, a
sublexiconSubLex can be created when the goal concéfptz!/TTR is inputted to the generator by the
following process:

(30) Pre-verbal lexicalisation
For all lexical actiond.; in the lexicon, add t&ubLex if GoalTTR is a subtype of the TTR record
type or range of the TTR record type function addedbhy

3Importantly, this also holds in the case mianifesttypes, as while the notatio@ l—y : T2 ] is used in this paper, this
is syntactic sugar fof [ : 72, ], so in these cases forl T p2 to hold, for each field] I : 72, | in p2 there is a field
[ 1 :T1, ]inplsuchthafl’l, C T2,

“4Since Figure 3 is given to display the generation path dyosneivent term specifications are omitted for simplicity.
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Depending on a system designer or experimenter’s choicevefmhiany fields a DS-TTR lexical action’s
TTR formulae has, the size ¢fubLex will vary. For instance if lexical actions for verbs lack aldidor
tense information, several candidates may be select8dihex which are all valid supertypes of the goal
concept (e.g. likes, like, liked), and less appropriatedadates may be filtered out at a later stage. With
this move, the more lexicalised the grammar, the smalérLex will be, and consequently the smaller the
search space for generation. It is also worth noting thatsésally underspecified lexical entries, such as
those for ‘do’-type auxiliaries used in verb phrase elbpsnay be selected here by default, as the values
in their fields are null and inherit values from context (Kesop et al., 2011b), so anaphoric and elliptical
forms are readily available.
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Figure 3: Successful generation path in DS-TTR

3.4 Implementation: DyLan dialogue system

DyLan Eshghi et al. (2011), a prototype dialogue system utilisheyDS-TTR implementation in parsing
and generation, has been implemented in Jaithin the incremental dialogue system framework Jindigo
(Skantze and Hjalmarsson, 2010), utilising the incremamé (IU) graphs in the system module’s input
and output buffers based on Schlangen and Skantze (20Q8)isodel. Following Sato’s (2011) insight
that the procedural context of DS parsing can be charaeteiizterms of graphical search as described in
section 3.2 and following Purver et al.’s (2011) implemé&otg the parse state of the parsing module is
characterized as three linked directed acyclic graphs (A@L) a linearly constructed (no backtracking
allowed) word hypothesis graph, consisting of word hypsithedge 1Us between vertic#sg,, which have
groundedinlinks (i.e. dependency relations) to edges in (2) the DSipgrgraph, which adds parse state
edge IUs between verticés, (whose internal state is a DS tree), which in turn have gredimrelations to
edges in (3) the concept graph which has domain concepts lssibuilt between vertices,,.

In generation, the architecture is the inverse of integti@t in virtue of there being a goal concept: (1)
the concept graph produces goal concepts and adds them agéd between verticesC,,, (2) the DS
parsing graph is incrementally constructed on a word-byewaasis by testing the lexical actions in the

SAvailable from http://dylan.sourceforge.net/
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sublexicon produced for current goal concept (see secti®)nand (3) the word graph’s edges acded to
the output buffer of the module during word-by-word generatbut onlyconmi t ted (made available to
the downstream vocalizer) when they lead to trees whose BiifRulae for which the current goal concept
is a valid subtype (i.e. they form part of a valid generatiathpas in figure 3).

4 Incremental processing of dialogue phenomena

By way of explanation of the dialogue phenomena, we can nevihew the overalDy Lan dialogue system
deals with them in parsing and generation, using the meshendf DS-TTR as set out above.

4.1 Compound contributions

Previous formal and computational accounts of compoundribotions (CCs) have focussed eomple-
tions in which, by definition, a responder succeeds in projectirgfriag the initial speaker had intended
to convey. The foremost implementation is that of PoesioRieder (2010), using the PTT model for in-
cremental dialogue interpretation (Poesio and Traum, ;1B8&sio and Rieser, 2003) in combination with
LTAG (Demberg and Keller, 2008). The approach is grammaebfaincorporating syntactic, semantic and
pragmatic information via the lexicalised TAG grammar pdiwith their PTT model, providing an account
of the incremental interpretation process, incorporalixgcal, syntactic and semantic information. Beyond
this, they provide a detailed account of how a suggestedlmahtive completion might be derived using in-
ferential processes and the recognition of plans: by madcthie partial representation at speaker transition
against a repository of known plans in the relevant domairggent can determine the components of these
plans which have not yet been made explicit and make a plaartergte them. This model therefore meets
many of the criteria defined above: both interpretation aptasentation are incremental, with semantic
and syntactic information being present; the use of PTT astgghat linguistic context can be incorporated
suitably. However, while reversibility might be incorpted by choice of suitable parsing and generation
frameworks, this is not made explicit; and the extensipitit the representations seems limited by TAG’s
approach to adjunction (extension via syntactic adjurextsrs easy to treat in this approach, but more gen-
eral extension is less clear). The use of TAG also seems tiactedbe grammar to licensing grammatical
strings problematic for some CCs (e.g. examples (10) and (11) abowshich semanticdependencies
hold between the two parts of the CC); and the mechanism milgensustainable for the broad range of
data where the participants make no attempt to match whattttee party might have in mind. Moreover,
as with other syntactic accounts, whenever such mechasisised, this will lead directly to predictions of
processing complexity that we have strong reason to beli@aot be met.

In the DyLan model, a broad range of compound utterances now follows ammediate consequence
of DS-TTR. The use of TTR record types removes the need fangrar-specific parameters; and the in-
terchangeability of representations between parsing anérgtion means that the construction of a data
structure can become a collaborative process betweergdmlparticipants, permitting a range of varied
user input behaviour and flexible system responses. Thisfude same representations by parsing and
generation guarantees the ability to begin parsing fronetitepoint of any generation process, even mid-
utterance; and to begin generation from the end-point of@arging process: the successive sequential
exchanges between participants leading to a collabohato@mpleted utterance is directly predicted, as
in (8), (9) and elsewhere. Both parsing and generation nsaatel now characterised entirely by the parse
context DAG with the addition for generation of a TTR goal cept. The transition from generation to
parsing becomes almost trivial: the parsing process catincenfrom the final node(s) of the generation
DAG, with parsing actions extending the trees availablehi final node set as normal. Transition from
parsing to generation also requires no change of representaith the DAG produced by parsing acting
as the initial structure for generation (figure 4) though e@uire the addition of a goal concept to drive the
generation process. Given the incremental interpretgiomided by the use of record types throughout, we
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can now also see how a generator might produce such a goaaktesgransition:

Figure 4. Completion of a compound contribution using inoeatal DS-TTR record type construction with
parser and generatsharinga parse state.

The same record types are thus used throughout the systéh® esncepts for generating system plans, as
the goal concepts in NLG, and for matching user input agémgtvn concepts in suggesting continuations.
Possible system transition points trigger alternationveeth modules in their co-construction of the shared
parse/generator; iBy Lan this is provided by a simplistic dialogue manager with higirel methods with-
out reference to syntax or lexical semantics. A goal concaptbe produced by the dialogue manager at a
speaker transition by searching its domain concepts foitalbde subtype of the TTR record type built so
far, guaranteeing a grammatical continuation given thegaree of appropriate lexical actions and allow-
ing exchanges such as (1). This extends the method for camdpoantributions described in Purver and
Kempson (2004a), however now the dialogue manager has gantldecision mechanism for aiding con-
tent selection. And, given the presumption of context, eonand goal specifications all in terms of record
types, the ability to construct goals in a scenario withmguistic antecedents is also allowed for (12), (13)
and (15) above.

The data of compound contributions thus follows in full, ewehen either the goal record type for the
interrupter does not match that of the initiator as in (5wben the goal record type does not correspond to
a complete domain concept, as in the successive fragmehaeges such as (9).This is achieved through
progressive extensions of the partial tree so far, eithexcty, or by adding LINKed trees as required for
adjunctive phenomena. This results in the word-by-worthiir specification of the record type at the root
of the matrix tree representing the maximal interpretatvbrthe string/utterance so far. In Figure 5 we
give the progressive record-type specification for the argle (31), a simplification of (9), showing how
incomplete structures may serve as both input and outpw@itioer party:

(31) A: Today Robin arrives
B: from

A: Sweden

Details of the tree derivations are omitted in Figure 5, bathave included these in Appendix 1, which
contains a fuller tree derivation for (31) plus an ‘otherreation” as modelled identically to self-repair as
set out in the next section.

event=e¢1 D es event=e¢1 D es
event—.ci D es RefTime—today D es RefTime—today D es

event L €Es RefTime:today L €Es plzRefTi'nLeOevent H plzRefTi'nLeOevent H
RefTimeztoday L €s — plzRefTimeOevent H [nd T=robin e [nd T=robin e
p H 7 T=robin e P=arrive(event,z) H 7 P=arrive(event,z) 2
P=arrive(event,z) o zl - € Tl-sweden e

L p2:fr'unb(e’uent,wl) H i L p2:fr'unb(e’uent,wl) H

“A: Today” — “..Robin arrives” — “B: from?” — “A: Sweden”

Figure 5: Incremental interpretation via TTR subtypes

As noted, more complex forms can be generated by incorpgratiNKed trees, as is presumed in the
characterisation of the many extensions by the additiom@fgunct, as in (8), (11), (18) (See Appendix 1),
without any of these having to involve any exteniign of thvenial DS vocabulary.




4.2 Self-repair

In this section, we present our initial model of self-rep&ir generation, as a goal concept may be revised
shortly after or during the generation process due to aidedy the dialogue manager, trouble in generating
the next word may be encounteredlyLan’s repair function operates if there is an empty state, or no
possible DAG extension, after the semantic filtering stdggperation (resulting in no candidate succeeding
word edge) by restarting the generation procedure fromakedommitted parse state edge. It continues
backtracking by one vertex at a time in an attempt to exteedDf DAG until successful, as can be seen
in figure 6. Note that the previously committed word graphestlyy Londonis not revoked, following
the principle that it has been in the public record and hemhoeild, correctly, still be accessible. Clark
(1996) makes this point about utterances such as “the iptemwas.. it was alright” where theparandum
(repaired material) still needs to be accessed for the ami@plise ofit to succeed.

Our protocol is consistent with Shriberg and Stolcke (1%98npirical observation that the probability
of retracing N words back in an utterance is more likely thetnacing from N+1 words back, making the
repair as local as possible. Utterances such as “l go, uate lgEom Paris” are generated incrementally, as
the repair is integrated with the semantics of the part olitterance before the repair point, maximising re-
use of existing semantic structure, while the time-linearorgraph continues to extend but with the repair’s
edgeggroundedindifferent paths of the parse DAG to the reparandum’s edgem (Big.6; see also (2)).

A subset of self-repairgxtensionswhere the repair effects an “after-thought”, usually ansition rele-
vant places in dialogue after apparently complete turnde#dt with straightforwardly by our module: e.g.
(8), (1)-(3), (9), (18). The DS parser treats these as moioigrowth of the matrix tree through LINK
adjunction (Cann et al., 2005b), resulting in subtype esitenof the root TTR record type. Thus, a change
in goal concept during generation will not always put densamial the system to backtrack, such as in gen-
erating the fragment after the pause in “l go to Paris ... ftandon”. It is only at a semantics-syntax
mismatch where the revised goal TTR record type does noégpond to a permissible extension of a DS
tree in the DAG as in Fig.6, where overt repair will occur.

Figure 6: Incremental DS-TTR generation of a self-repaioruphange of goal concept. Type-matched
record types are double-circled nodes and revoked edgésiimg) failed paths are dotted. Inter-graph
groundedinlinks go from top to bottom.

Note that the mechanism for recovery of meaning in parsirgfaepaired utterance can be defined in a
similarly local way in our model, using the following defiioib:

(32) Repair IF from parsing wordV there is no edgé E,, able to be constructed from vert&y (no
parse) or if no domain concept hypothesis can be made thrsuwlgflype relation checking.epai r:
parse word¥V from vertexsS,,_; and and should that parse be successful add a new edge t@the to
path, without removing any committed edges beginning,at; .

It is worth noting that in contrast to Skantze and Hjalman&s(2010) string-basesipeech plartomparison
approach, there is no need to regenerate a fully-formedgstrom a revised goal concept and compare it
with the string generated thus far to characterize repastehd, repair is driven by attempting to extend
existing parse paths to construct the new target record tgpaining the semantic representation and the
procedural context of actions already built up in the gel@mngorocess to avoid the computational demand
of constructing syntactic structures from afresh wheresibes.

4.3 Speech Acts and speaker/hearer attributions in DS/TTR

A further bonus of combining DS mechanisms with TTR recopks/as output decorations is the allowance
of a much richer vocabulary for such decorationsI 9as engblyigvarranted. In particular, it provides a basis



from which speaker and hearer attributes may be optionp#igified. In this connection, Purver et al. (2010)
propose a specification of fields with sub-field specificatjane acontxt sub-field for speaker-hearer val-
ues, the secondpnitnt, for familiar lambda-terms, a modification which allows agel of speaker-hearer
attributions to be optionally kept alongside functionwargent content record type specifications so that the
different anaphor-dependency resolutions across switpharticipant roles can be modelled as in (10)-(11)
without disturbing content compilation of the lambda ternio details are given here (see Purver et al.
(2010) for details); but in principle with unification of rex types available for record types of arbitrary
complexity, such specifications are unproblematic. Théooptity of specification of speaker/hearer re-
lations/attributes raises issues of what constitutesessfal communication, in particular for Gricean and
proto-Gricean models in which recognition of the contenth&f speaker’s intentions is essential: Poesio
and Rieser (2010) is illustrative. We do not enter into treébate here, but merely note that this stance is
commensurate with the data of section 1 in which particigdntentions may emerge or be subject to mod-
ification during the course of a conversation without jedpang its success (see Gregoromichelaki et al.
(2011);? for detailed discussion).

5 Conclusion

We have presented a formal framework for modelling contiensal dialogue with parsing and generation
modules as controlled by a dialogue manager, both of whittacteword by word incrementality, using

a hybrid of Dynamic Syntax and Type Theory with Records. Thmmmosite framework allows access to
record types incrementally during generation, providitiggisincremental representation and interpretation
for substrings of utterances that can be accessed by exdi@iogue managers, parsers and generators
equally, allowing the articulation of syntactic and senmadependencies across parser and generator mod-
ules. Characterising DS generation as a DAG in tandem witA@-Dased parser, in particular, allows easy
integration into incremental dialogue systems, and tatds goal revision and self-repairing capabilities.
Retaining the DS assumption of tree growth as defined in LGHM@ut to both parsing and generation sys-
tems preserves the original expressibility of syntactieagalisations unaltered. The model also allows for
experimentation with search techniques, which will be esgadl in coming work. The account of quantifica-
tion of the earlier DS system Kempson et al. (2001) dependdtenlower type account of quantification as
expressed through epsilon terms definable in the epsilanlcal This system, though equivalent in expres-
sive power to classical predicate logic, and hence relgtrastricted given natural language expressivity,
is nonetheless not incommensurable with the more gengratdgpendent account of quantification (see
Fernando (2002), Cooper (2012)) made available by the Ma&iif type-logical proof system. With the
work on developing the DS-TTR composite framework haviraghed current levels of formal explicitness,
work on exploring mappings from the DS model of quantificatanto TTR accounts of quantificational
dependency that preserve the incrementality of scope depey choice made available in that earlier DS
account thus now becomes the next important challenge dmoitieon.
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6 Appendix

This appendix provides a derivation for a split dialogue inickh both input and output of intermediate
generation and parsing steps involve partial structuréh,avinal step of correction:

(33) A: Today Robin arrives
B: from
A: Sweden
B: with Elizabet?
A: no, Staffan.

Notice how the event node on the matrix tree is represefitedENEV and then through expan-
sion/modification of its type specification as successiKENT!, EVENT?, etc so as to indicate its loca-
tion on the tree during the build up of the other trees throuK adjunction to it. The matrix tree type
specification is not repeatedly shown here across thessugartvisions for reasons of space.
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Figure 7: Processing “A: Today, Robin arrives”
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Figure 8: Processing Fragment (continued from Figure 7)ff@n A: Sweden B: with Elisabet?”
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Figure 9: Result of processing “No, Staffan”: Other cori@ttvia backtracking along context DAG
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