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Abstract: In this paper, we outline a preliminary methodology for generating metaphor based
on contextual projections of representations built up through a statistical analysis of a large
scale linguistic corpus. These projections involve defining subspaces of co-occurrence statistics
in which we show that metaphors can be modelled as mappings between congruent regions of
semantic representations. We offer this methodology as an empirical implementation pointing
towards a resolution of theoretical stances, at times incompatible, construing metaphor as on
the one hand an artefact of underlying cognitive processes and on the other hand a product of

the environmentally situated generation of ephemeral conceptual schemes.

1 Introduction

In this chapter we discuss an idea for a novel computational method-
ology for metaphor generation. This methodology is inspired by a
foray into the rich theory that has sought to address questions of
how both how and why humans so ubiquitously resort to metaphor
in their communications with one another. The account that we
embrace here is, largely, pragmatic in nature, in that we view
metaphor as a mechanism for using words to accomplish com-
municative objectives in a particular complex environmental set-
ting, rather than as a computation of ways in which elements of
a semantic representation can be projected across conceptual do-
mains. Our aim is not to reject the idea of a more representational
approach to metaphor, but we would like to consider what might
be involved in a computational approach to representing metaphor
generation as something that happens in a situated way, treating
language as an artefact of the environment as well as of the mind.
A consequence of our accommodation of this stance on metaphor
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is that it becomes very difficult to consider how to appropriately
evaluated the success of a novel metaphor: while we offer some
thoughts on how this might happen, what we present here is an
idea rather than a quantitative research effort.

Our proposed methodology is rooted in distributional seman-
tics, a paradigm, well-known amongst computational linguists, for
building up word representations from statistical data about obser-
vations of word use in such a way that the meaning of words is in
a certain sense built into the representation itself, and into the way
that representations of different words interact with one another.
This technique has already been productively applied to a variety
of natural language processing tasks. The essential novel feature
of our methodology is that it offers a mechanism for the situational
contextualisation of representations, allowing for the projection of
extemporaneous semantic subspaces, representing, in the parlance
of relevance theory, ad hoc conceptualisations (see Section [2), in
which word representations are expected to relate to one another
and to the space itself in ways that pertain to a specific conceptual
scheme. We take it as given that the idea of representing word
meaning in a context specific way is desirable, and indeed our
methodology has already been applied productively to metaphor
classification (Agres et al., 2016) as well as the task of classify-
ing the related non-literal phenomenon of semantic type coercion
(McGregor et al., 2017).

Beyond offering an outline of a computational technique for
generating metaphor, this work has been conceived as an empir-
ical mechanism for exploring a theoretical issue in the study of
metaphor. In particular we would like to consider the productive
dichotomy between cognitive linguistic approaches to metaphor,
which have conceived of metaphorical language as a manifestation
of underlying metaphorical cognitive processes, and pragmatic ac-
counts of metaphor, which, particularly under the banner of rele-



vance theory, have considered figurative language as the deep end
of a gradient of loose language use corresponding to the situational
way in which concepts are formed by linguistic agents. There has
already been productive dialogue between proponents of each per-
spective, which we will briefly survey below. We think of our
methodology as an instantiation of a theoretical stance which seeks
to incorporate insight from both theoretical camps. We would es-
pecially like to present our work as a preliminary account of how
a statistical technique can be applied to the pragmatic account
of metaphor, something that has proven challenging for compu-
tational methodologies.

It is worth mentioning from the outset that our notion of con-
text 1s itself based on a pragmatic interpretation of how meaning
comes about in the process of a linguistic agent’s interaction with
other agents in the world. As such, we will talk about context as
the overall situation of being in the world, including various non-
lingusitic components of the experience of existence as a cognitive
entity. In this regard, our application of context will be consider-
ably more expansive than the meaning of the word sometimes en-
countered in computational linguistics, where context is taken to
indicate only the textual surroundings in which a particular unit of
analysis, such as a word, is observed—though this latter notion is
an essential component of the methodology we will describe, and
we will refer to this as co-occurrence. In practice, the degree to
which a computational process based on an anaysis of realtively
abstract data can capture this more fully embedded notion of con-
text is one of the fundamental questions behind the methodology
we would like to explore.

In particular, our methodology generates context specific sub-
spaces based on input in the form of sets of words: if there is a
semantic coherency to such a set of words, then our expectation is
that the projection of word representations, in the form of vectors,



into this subspace will be endowed with some of the conceptual
nuance corresponding to that semantic context. Our methodol-
ogy then facilitates the exploration of the geometric relationships
between words in these subspaces. We propose that metaphor in
particular can be understood in terms of mappings between con-
ceptual domains within subspaces, defined as arrangements of se-
mantically associated word-vectors. This commitment lends itself
both to visualisation (in three dimensional spaces) and to straight-
forward computation of new metaphors (in arbitrarily high dimen-
sional spaces). Importantly, our geometries can be interpreted in
terms of tendencies of word use observed in an underlying cor-
pus, meaning that the operation of our methodology can be pushed
back out of the computations themselves and into expectations
about how tendencies in language use relate to the construction
of metaphor.

The work described here, while it includes some concrete exam-
ples of how our methodology can potentially operate, is an initial
description of a general framework: we are not yet at the point
where we can simply input a few words into a terminal and expect
a well-formed, functional metaphor to be output. As such, we do
not claim to present a comprehensive empirical model of context
sensitive metaphor generation here; rather, we outline some of the
theoretical issues at stake, and propose a data driven, statistically
grounded approach that we suggest has the potential to address
these issues. In fact, our claim is that the high dimensional repre-
sentational spaces associated with distributional semantics, more
than just presenting a possible technique for metaphor generation,
offer certain properties that are particularly appealing when con-
sidering the way that metaphor emerges contextually in the pro-
cess of lingusitic agents’ intereaction with one another in an un-
predictable world.

What we can do is work backwards from instances of known



metaphors, establish that there are configurations of our technique
in which these metaphors can be generated, and then consider the
ways in which we might rework this reversed procedure in order
to produce new metaphoric mappings based on input consisting
of words indicating a target domain and words indicating the con-
text in which a metaphor might arise. We will offer a preliminary
consideration of what some of the next computational steps in the
implied research project might look like. In the end, the evaluation
of computer generated metaphor, particularly creative metaphor, is
in itself a significant challenge. While our work is not yet at the
stage where a meaningful evaluation is possible, we suggest that
an evaluator would need to in some sense take into account the
context in which a metaphor is generated in order to determine the
quality of the output.

Finally, we will argue that the directness of our geometric method-
ology offers a way towards an ecologically situated model of lan-
guage, in which metaphor comes about as linguistic agents grasp
for whatever semantic objects they can find for communicating
about situations as they unfold in an unpredictable environment.
By this theory, opportunities for meaning-making are directly per-
ceived in the affordances of the linguistic components available to
an agent in situ, and the application of lexicalised terms in sur-
prising semantic contexts is an expected outcome of this scenario.
Language then becomes, as Clarkl (2006) puts it, “ a kind of self-
constructed cognitive niche: a persisting but never stationary ma-
terial scaffolding whose crucial role in promoting thought and rea-
son remains surprisingly poorly understood,” (p. 370).

2 Language in Minds, Minds in the World

At the root of much of the theoretical and psycholinguistic work
that has been done on metaphor over the past several decades, and



indeed some of the more recent computational advances in the
field (see Section 3)) is the idea that “we systematically use infer-
ence patterns from one conceptual domain to reason about another
conceptual domain,” (Lakoff and Johnson, 2003, p. 246). At least
one of the appealing features of a model of metaphor rooted in
conceptual structures and isomorphisms between these structures
is that it provides a mechanism for a dynamic interplay between
the semantic commitments of metaphor in language and the corre-
sponding features of cognition (Gibbs Jr.,|1994). The commitment
to a close link between metaphor as it arises in language and corre-
sponding cognitive processes has allowed for productive mappings
between domains of human experience in terms of the application
of metaphoric language: through the study of metaphors project-
ing from the domain of the body to that of the mind, for instance
(Sweetser, [1990), or projecting from orientation in space to con-
ception of time (Fauconnier and Turner, 2008)).

An open question, though, regards the role of concepts them-
selves in both language and cognition. It would be convenient for
the conceptual approach to metaphor if concepts could be mod-
elled as well-defined composite structures, characterised by com-
ponents that afford mappings between their parts. Somewhat con-
trarily, however, Barsalou (1992, [1993) has described the ad hoc
nature of conceptualisation as it occurs in the complex cognitive
environment of a linguistic agent: Barsalou examines the way in
which concepts emerge as recursive concatenations of frames that
come about in the course of goal-directed action in a situation in
the world. By Barsalou’s account, frames provide a structure to a
concept, accommodating representational roles for attributes and
values. Importantly, though, these structures come about contextu-
ally: a cognitive agent constructs a frame in response to a specific
situation encountered in its environment, based to some extent on
prototypical attributes and values. The ad hoc nature of these con-



cpetual structures contributes in a fundamental way to the flexibil-
ity inherent in language in use.

Applying this contextually situated cognitive framework specif-
ically to metaphor, Carston (2002) points out that there are a vari-
ety of cases (paradigmatically “Bill is a bulldozer”) where there
is no clearly explicit transfer of properties from the domain of
the source to the domain of the target; rather, the ad hoc concept
BULLDOZER* seems to take on, in the course of its context specific
generation, properties that are peculiar to the domain of human
action and affect. Without claiming to have landed on a defini-
tive solution to the problem of mappings between evidently dis-
parate domains, one path towards an answer suggested by Carston
is that there could be mappings discovered specifically by way of
a kind of congruency between the structures of domains, corre-
lations which would presumably not necessarily fall back on any
actual conceptual overlap between the components of the struc-
tures (see Gentner, 1983, for a foundational exploration of struc-
ture mapping).

A productive dialogue has subsequently evolved between the
cognitive and pragmatic camps. So, for instance, Gibbs Jr. and
'Tendahl (2006) propose that the mappings between disjoint stable
and ad hoc conceptual domains — the mapping from, for example,
MACHINE to HUMAN - are in fact encoded as encyclopaedic con-
ceptual metaphors that offer a conduit that might be hidden from
an analysis of the more specific conceptual properties at play in
a particular expression. (Carston (2012) responds by acknowledg-
ing that there may be a systematisation at work in the metaphoric
linking of certain broad conceptual domains, but maintains that the
underlying cognitive mechanisms behind these links involve pat-
terns of abstract thought rather than metaphoric extrapolation from
relatively concrete domains, with metaphor itself emerging as a
communicative rather than cognitive mechanism. The upshot of



this discourse 1s twofold: on the one hand, there is clearly much to
be gained from the interaction between the cognitive stance on the
fundamental metaphoricity of thought and the pragmatic frame-
work of situated conceptualisation (and indeed, much has been
gained); on the other hand, there is still an important unanswered
question regarding the conceptual foundations of the transmission
of information via metaphor.

Indications of a middle way might be found in the controver-
sial theoretical position taken by Davidson! (1978]), who famously
suggests that “metaphors mean what the words, in their most lit-
eral interpretation, mean, and nothing more,” (p. 245). Davidson’s
point is not that metaphors are in some sense secondary to the
propositional content of the language conveying them; rather, his
goal is to make a distinction between the philosophically risky no-
tion of meaning as it relates to lexical representations — words —
and a separate notion of what a metaphor makes us notice which
1s associated with the effects of metaphoric utterances as opposed
to the interpretation of the semantic content of a metaphor. Ul-
timately, Davidson is denying that metaphors, in their capacities
as insight bearing functionaries, have any propositional content at
all. As Reimer| (2001) puts it in her analysis of Davidson’s stance,
“the goal of the metaphor-maker is not to get the hearer to see that
something is the case, to grasp some deep and subtle truth, but to
see something in a certain way, and seeing something in a certain
way 1s simply not the sort of thing that can be given literal expres-
sion,” (p. 150).

The Davidsonian approach to metaphor presents a particular
challenge to computational modelling: how are symbol manipu-
lating systems to get at the essence of a metaphor if it specifically
lies beyond the boundaries of the type of propositional content
of structured lexical semantic representations that computers are
capable of handling? The methodology described in this paper



has been constructed specifically to address this theoretically ap-
pealing, technically challenging dilemma. This novel approach
is built upon a semantic model that construes lexical representa-
tions as points in high dimensional spaces, and incorporates the
insight that in such spaces, context specific semantic relationships
can be understood as lower dimensional perspectives on an under-
lying representational structure. Because these representations ex-
ist alongside one another in an abstract and relatively unstructured
statistical space, the propositional value of the geometric relation-
ships to one another is at best ambiguous. Rather than construct-
ing metaphors as mappings between highly structured conceptual
representations, then, our approach models metaphor in terms of
transformations across congruent geometric semantic structures
in subspaces which are themselves projected from a base lexi-
cal space generated from an analysis of large-scale textual data.
These transformations within projections arise fleetingly, as the
ephemera of ad hoc conceptualisations that occur in the situation
of a cognitive context.

As such, the inauguration of this computational approach to
metaphor is necessarily generative rather than interpretive. This
i1s because the methodology does not presume that the produc-
tion of a metaphor is underpinned by a propositional interpreta-
tion; in fact, the strength and theoretical thrust of the approach is
that metaphors are discovered as geometric elements of semantic
spaces, affording the opportunity for communication without nec-
essarily explicating any communicated content. In this regard, we
propose that our approach, while incorporating some of the cogni-
tive linguistic insight which has been productive in existing com-
putational approaches to metaphor, simultaneously opens itself up
to a pragmatic account of concepts as situated and temporary con-
structs, and indeed to Davidson’s outright rejection of structured
cognitive content as a feature of metaphor. Ultimately, we be-



lieve that our approach has the potential to accommodate a lin-
guistic adaptation of the ecological psychology of (Gibson| (1979)),
who describes cognition in terms of the direct perception of op-
portunities for action in an environment: just as a cognitive agent
perceives objects in terms of the goal-oriented actions that they af-
ford, a linguistic agent perceives language generation in terms of
opportunities for communication, and so metaphors emerge as the
product of such an agent taking up lexical entities and using them
as best fits some communicative requirement.

3 Computational Approaches to Metaphor

As Shutova (2015) has noted in her comprehensive survey of the
field, the selectional preference approach of Wilks (1978)) has been
fundamental to a certain mode of computational metaphor mod-
elling. By this account, metaphor involves the projection of the
conceptual attributes associated with one conceptual structure onto
another: words are associated with structured representations, and
metaphor involves the resolution of instances of preference break-
ing where the attributional expectations of a semantic frame are
not satisfied by the supplied term. A type theoretical applica-
tion constructed along similar lines is described by van Genabith
(1999), who makes use of the observation that metaphor can, at
least sometimes, be treated as a kind of condensed mode of simile.
From a theoretical standpoint, this approach lines up somewhat
with Searle’s (1979) view on metaphor, which holds that metaphor
interpretation involves an identification of a semantic dislocation
followed by a search for an inferential interpretation based upon
beliefs about a metaphoric source that somehow apply to its target.
There is, for that matter, a correspondence with the pragmatic ac-
count of |(Grice| (1975), which casts metaphor in terms of the impli-
catures signalled through the activation of communicative norms

10



(see Reimer, 2013}, for a recent exploration of Gricean pragmatics
in light of subsequent research on metaphor).

Elsewhere, however, cognitive linguistic approaches to metaphor,
and in particular the conceptual metaphor model of Lakoff and
Johnson| (2003)), have provided fertile theoretical material for com-
putational linguistic applications. So, for instance, the ATT-Meta
system of Barnden and Lee (1999) specifically targets “useful,
common sense reasoning based on metaphor” (p. 28) through a
system for developing novel hypotheses about conceptual relation-
ships across elements of established metaphorical domain map-
pings. And the CorMet system of Mason| (2004) extrapolates map-
pings of a dataset of conceptual metaphors from an analysis of the
WordNet lexical taxonomy. Kintsch’s (2000) work on metaphor
comprehension is likewise influenced by the idea that metaphors
emerge from mapping between conceptual domains, rather than
as computations arising from resolving violations of categorical
inclusion.

Conceptual metaphor theory has been particularly influential
on relatively recent developments in data-driven, statistical ap-
proaches to metaphor that take advantage of a combination of
growing computational power and increasing access to large-scale
digitised corpora. In this spirit, Shutova et al.| (2013) use word co-
occurrence patterns to discover conceptual metaphoric mappings
as correspondences in usage between concrete and abstract do-
mains. Similarly, Tsvetkov et al.| (2014) train a model to clas-
sify metaphoric expressions based on statistical characteristics of
the words involved in phrases, using co-occurrence profiles as the
units of analysis in predicting, for instance, the abstractness of par-
ticular concepts.

These last cases of data-driven systems for metaphor classifica-
tion and interpretation are examples of a general trend by which
statistical approaches to metaphor generally operate, directly or
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indirectly, in the vicinity of the distributional semantic paradigm.
Dating back to the theoretical research of Harris (1954) and the ap-
plied work of Salton et al.| (1975)) and Schiitze| (1992), among oth-
ers, this approach to natural language processing involves quan-
tifying observations about the way in which words tend to co-
occur with one another over the course of large-scale textual cor-
pora. Working off the basic intuition that, as Pantel (2005) puts it,
“words that occur in the same contexts tend to have similar mean-
ing,” (p. 126), the objective is to build up informationally rich lex-
ical representations that facilitate quantitative analysis of semantic
relationships. By representing words as vectors in a space defined
in terms of axes of co-occurrence tendencies, the geometry of the
space itself is endowed with semantic interpretability: so, through
either the tabulation of collocations or the gradual adjustment of
representations across iterative traversals of of a corpus (Mikolov
et al., 2013)). Clark| (2015) offers a comprehensive overview of the
field, and our own application of distributional semantic modelling
will be discussed in the following section.

The conceptual metaphor model is particularly conducive to
quantitative operations on computationally tractable representa-
tions. To offer a little background here, Coecke et al. (2011)),
among others, have described a compositional language model
that represents words as linear-algebraic structures, in particular
combinations of vectors and higher order tensors. The upshot
of this data-intensive approach to modelling meaning is that, by
assigning different representational structures to different gram-
matical classes, a model can describe the composition of words
into sentences in terms of products between mathematical enti-
ties. So, for instance, Baroni and Zamparelli (2010) have shown
that, by representing nouns as vectors and adjectives as matrices,

Those authors have in particular sought to cash their compositional approach out in terms of the quantification
of propositional statements; see also |Grefenstette et al.[(2014)).
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a noun-adjective phrase can be treated as a transformation where
the operation of the adjective-matrix maps the noun-vector into
the proximity of other words and terms conceptually related to the
phrase being modelled.

Gutiérrez et al.| (2016) offer an exemplary implementation of the
way in which this space-transforming approach can be applied to
the modelling of metaphor: following on the work in word sense
disambiguation of Kartsaklis and Sadrzadeh| (2013)), they construct
separate matrices based on observations of metaphoric and literal
usage of a give adjective, reasoning that the model should then
learn to map adjective-noun phrases according to the respective
interpretations of the adjectives in question. So, for instance, bril-
liant girl should be mapped to a region of a semantic space oc-
cupied by other phrases such as clever boy and intelligent child,
while brilliant diamond should be mapped into the vicinity of
things like shining emerald and bright stone. They apply their
model to the task of classifying metaphor by evaluating the prox-
imity of the transformation of metaphoric versus literal represen-
tations of adjectives to the distributional profiles observed through
treating the phrase itself as a unit of analysis, anticipating that
the linear algebraic composition of brilliantyzr and boy should be
closer to brilliant boy than that of brilliant, ;; and boy. The authors
generalise their approach within the theoretical context of concep-
tual metaphor by learning broader mappings between conceptual
domains that can be applied to compositions of noun-vectors with
literal adjective-matrices to discover figurative transformations.

A nice thing about the application of compositional operations
to distributional semantic representations is that it facilitates a model
of metaphors as conceptual mappings. A more problematic as-
pect of this approach is that an already established propositional
interpretation has to be built into the transformative representa-
tions based on something explicitly observed in the underlying
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data. Therefore, a given transformation depends either on the ob-
servation of existing instances of a particular component of a con-
ceptual metaphor, and a corresponding de facto lexicalisation of
a metaphorical sense of a word, or else on the prior configura-
tion of a network of conceptual mappings. We would like to pro-
pose a distributional technique that makes the most of the trans-
formational characteristics of linear algebraic representations, but
that also accommodates the ad hoc, context specific way in which
metaphor comes about, allowing for the open ended association of
conceptual domains. We would also like to remain open to David-
son’s (1978)) suggestion that “there are no unsuccessful metaphors,”
(p. 245), or at least that the situations in which language might be
engaged are so various that we should be prepared for effectively
any unlikely linguistic composition to be applied.

A metaphor is, as such, in our approach, first discovered as
an opportunity for contextualised communication, and only sub-
sequently interpreted in terms of any cross-conceptual alignments
that can be extrapolated from the metaphor—if in fact any such
interpretation ever occurs, since it should be at least feasible that a
metaphor can function as an effective communicative device with-
out ever arriving at an explication of propositional content. This
means that this first pass at a framework for ad hoc metaphor will
be about generation rather than classification, and so it is appro-
priate to briefly consider existing work on this particular aspect of
the computational modelling of metaphor, as well. Veale and Hao
(2007) mine the web using syntagmatic heuristics indicative of
attribute-projecting language in order to build up a knowledge base
that, in conjunction with access to a lexical taxonomy indicating
entailment relationships, can be used to generate novel metaphoric
adjective-noun combinations: so conceptual mappings are learned
from clues discovered in linguistic surface forms. Gargett and
Barnden| (2013)), on the other hand, have described the Gen-Meta
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system for metaphor generation, based on the above mentioned
ATT-Meta approach to metaphor interpretation and applying the
logic that an interpretive process can potentially be construed as
a generative process in reverse, effectively applying broad but es-
tablished mappings between domains to discover more particular
novel instances of metaphoric associations.

4 Semantics in Perspective

An advantage of distributional semantic techniques is that they
provide robust representations that can in principle be composed in
open-ended ways to generate previously unobserved but nonethe-
less semantically situated combinations of words, aligning with
the combinatorial propensity of natural language itself. In a space
of word-vectors built based on an analysis of the way words co-
occur in a corpus, every word shares values across the same un-
derlying set of features. So, for instance, if we are modelling the
words cat and dog based on observations of thoses words in sen-
tences in a corpus, we might reasonably expect categorical hyper-
nyms such as pet and animal to have a high co-occurrence for both
words, as well as descriptors such as big, black, and pet. Over the
course of many such observations, quantified into a vector the fea-
tures of which correspond to statistics about these observations,
we will gradually see the vectors c?ﬁ and c@) occupy a similar re-
gion of the semantic space we are constructing, and from this we
may infer that cat and dog denote similar things.

A related disadvantage is that the construction of semantic rep-
resentations incorporates information about the way in which words
co-occur with one another without regard for the conceptual nu-
ances inherent in the syntagmatic relationships of words in a sen-
tence. This means that such a model cannot in any real sense be
construed as interpreting the language which it encounters or any
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underlying conceptual commitments; it is simply building up rep-
resentations of linguistic tendencies, and the proximity of semanti-
cally related lexical representations is an artefact of the associated
labels having correspondingly similar tendencies in their usage,
not of any underlying extrapolation of conceptual structure from
an experience of the world. In other words, a computational appli-
cation based on a distributional semantic methodology can not in
any sense be said to actually read or understand a text.

Furthermore, as implicatures and word senses are naturally not
acknowledged by the process of constructing distributional seman-
tic representations, all the looseness and ambiguity of language
in use is imported into the representational framework. In the
case of metaphor in particular, we must assume that metaphor
will be ubiquitous in any non-trivial collection of language, and
so metaphoric senses of words will be built into the model to a
degree roughly in correlation with their typicality. So, returning
to our example involving cats and dogs, cat will reasonably be ex-
pected to co-occur with, in addition to words indicating animals,
words like cool and hep associated with the metaphorical conno-
tation of the word as someone connected to jazz music, while dog
will, in the sense that the word can metaphorically refer to a vil-
lain, be observed in the vicinity of other words like treacherous
and cursed. An illustration of the inherent messiness of a dis-
tributional semantic model 1s offered in Figure where, with-
out even transgressing literal senses of the word, we can see that
the space surrounding cat, in this two-dimensional projection, in-
cludes terms related to both the colloquial sense of membership
of the category PET and the biological sense associated with the
category FELINE.

Our methodology proposes to turn this apparent disadvantage
into a productive feature of a metaphor generating system. The in-
sight underlying our approach is that, in a high dimensional space,
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Figure 1: The image on the left shows a semantic space as learned from the analysis of word dis-
tributions across a corpus, with all its inherent messiness, while the image on the right demon-
strates how context specific conceptualisations are afforded by lower dimensional perspectives.

a variety of lower dimensional perspectives can be taken, afford-
ing the online projection of context specific semantic subspaces
in which the effects of ad hoc conceptualisation take on momen-
tary geometric characteristics. This idea is illustrated in Figure[1b]
where we see that the context specific sense of the representations
associated with cat collapse into two different coherent regions
from two distinct points of view. This regionalisation of concepts
1s broadly in line with the conceptual spaces of Gardentors|(2000),
who describes a model by which conceptual domains are repre-
sented as convex regions in spaces delineated by dimensions that
map to the intensional properties. The process of contextualisation
in our framework and the conceptual geometries that emerge from
these contextualisations are particularly relevant to the modelling
of metaphor, since metaphor arises in context and can involve the
projection of salient properties that are likewise contextually spec-
ified from one domain to another.

The procedure for building our context sensitive distributional
semantic methodology begins with the selection of a corpus which
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will serve as a basis for analysising the ways in which words co-
occur with one another. We’ve chosen to use the English language
version of Wikipedia, in part because it contains a large number
of well formed sentences covering a wide ranging vocabulary. We
build a matrix of co-occurrence statistics tallying the number of
times words occur within the same sentence and within a certain
perimeter of one another, weighted using an information theoreti-
cal metric that takes into account the relative independent frequen-
cies of words in order to avoid inflating the values associated with
very common words. (technical details can be found in McGregor
et al., 2015). The precise formulation of this weighting scheme,
proposed in McGregor et al. (2015)), 1s as follows:

M(w,c) = log, ( flw,e) x W + 1)

flw) x (f(c) +a)
Here, M (w, c) represents the weighted statistical value of a word
a co-occurreing with a word ¢; f(w, ¢) is the frequency at which
w and ¢ are observed to co-occur; f(w) and f(c) are the indepen-
dent frequencies at which w and ¢ occur in the corpus; and W is
the overall count of word tokens in the corpus. The value a is a
weighting constant designed to avoid the selection of especially
obscure words in our context projection procedure (see Section J)),
while 1 is added to the overall ratio in order to ensure that all val-
ues are greater than zero, with a value of zero indicating that w
and c have never been observed to co-occur at all.

This initial modelling procedure results in a large and sparse ar-
ray of statistics about language use—Ilarge in that there are about
eight million unique word types in Wikipedia, any one of which
might be observed co-occurring with any other word, and sparse
in that most of these never do co-occur with one another, and in-
deed a great many of these words only appear once or twice across
all five-million-plus articles on the website. The values of this
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large, sparse matrix are effectively coordinates for situating se-
mantic representations in a space. With this in mind, we treat
this matrix as a base space from which we can perform contex-
tualised semantic projections: this base corresponds to the messy,
ambiguous semantic space of Figure [Ia. An important difference
between that visualisation and the computational operation of our
methodology, however, is that there are a very large number of
perspectives to be taken on a high-dimensional vector space. So,
for instance, if we were to consider all the possible ways to pick a
subspace from an eight million dimensional base space, we would
have to sort through a total of 2509090 projections—a figure sig-
nificantly larger than the number of atoms in the entire universe.

This exponential explosion of possible subspaces has sometimes
been referred to as the curse of dimensionality by statisticians and
computer scientists, as it leads to problematically immense search
spaces when, for instance, trying to find an optimal combination
of parameters for solving a problem (Bellman, 2003). In the case
of our methodology, however, we see this proliferation of potential
geometric arrangements between word-vectors as a source of con-
textual bountifulness, providing the basis for an effectively limit-
less range of conceptual relationships. Having established a base
space of lexical representations that permit the establishment of
a preponderance of semantic perspectives, the crucial question be-
comes how we choose the right subspace for discovering and thereby
generating a new metaphor.

S Projecting Metaphorical Mappings

In principle, our contextual projections should correspond with
a specific conceptualisation of the world, and so also with some
cognitive state: the projection represents the situation in which
a cognitive-linguistic agent finds occasion to adapt a word to a
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metaphorical context. We would like to be able to somehow pre-
emptively select a range of co-occurrence dimensions which cap-
ture this process of conceptualisation and then feel our way through
this subspace, discovering the mappings between semantic repre-
sentations as opportunities for metaphoric meaning-making. By
this view, metaphor generation is a process of production and then
search, entailing the perception on the part of the metaphor-making
agent of ways to mean and to communicate meaning in a cognitive
environment. The methodology is therefore in theory a dynamic
one, with input from the world serving as the basis for a projection
which in turn lends itself to the output which completes the loop
between agent and environment.

In practice, for the purposes of this exposition of a novel com-
putational framework, we will perform something of a trick of
reverse engineering, beginning with metaphors each mapping a
range of semantic representations from one conceptual domain
to another and then examining the subspaces that facilitate these
mappings. This process will be, in effect, a proof-of-concept: we
will demonstrate that there are, in principle subspaces in which
metaphors are resolved as mappings between geometrically aligned
regions, and that these subspaces can be interpreted in terms of a
set of observable co-occurrence features across which the compo-
nents of metaphors have regular tendencies over the course of our
corpus. What will remain an open question is whether there is
a systematic way to select these co-occurrence features based on
a particular contextual input, without a metaphor mapping from
words in a source domain to words in a target domain specified a
priori.

In order to construct these subspaces, then, we begin with a
group of words comprised of a set of metaphorical sources paired
with a set of metaphorical targets. We examine the word-vectors
for each of the words in this set and extrapolate a range of co-
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occurrence dimensions with relatively high values for all the words
in the set. We can consider these dimensions to broadly delineate a
semantic subspace capturing the features salient to the conceptual
category implied by that particular combination of input words.
So, for instance, taking the target words (surgeon, scalpel, pa-
tient, hospital) and the source words (butcher, knife, meat, shop)
as our inputs, we discover that the collectively most typical co-
occurrence terms for these words are things like nurse, stab, cut-
ting, and kill.

Next, having established this set of co-occurrence dimensions
which we know to be informative about all the input terms, we
can iterate through combinations of these dimensions in order to
discover the sets that are best suited to projecting the pairs of
metaphors as isomorphically aligned congruent geometric regions.
Four examples of such projections, drawing from a set of 100 di-
mensions deemed conceptually relevant to the word-vectors being
analysed and using combinations of only three co-occurrence di-
mensions for the sake of visualisation, are presented in Figure [2}]
In each plot, two different conceptual domains are represented as
two separate quadrilaterals, each corner being defined by the po-
sition of a word-vector labeled with a word that is semantically
pertinent to that domain. In each case, by extending a line from
the origin of the subspace through and then beyond a point in the
source domain, we very nearly arrive at the point indicated by the
corresponding representation in the metaphorical target domain.
In each case, the subspace has been chosen in order to facilitate
this generative mapping.

Plots [2a) and [2b| map from relatively concrete domains, pertain-
ing to vision and proprioception respectively, to the more abstract
domains of emotion and quality judgments. As Lakoff and John-

“Note that the curse of dimensionality is still at play here, if not quite at the same scale as when picking
arbitrary subspaces from the full base space of 8 million co-occurrence features: there are 161,700 ways to pick
three dimensions from 100.
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Figure 2: Four examples of context specific projections in which metaphoric mappings between
conceptual regions of semantic representations emerge.

son (2003) have written, metaphor “involves all the natural dimen-
sions of our experience, including aspects of our sense experi-
ences,” (p. 235), and so these colour and orientation metaphors
fit neatly into the general ontology of the theory of conceptual
metaphors. They are, by the same token, tinged with cultural rel-
ativism: as Levinson| (1996) tells us, the cognitive construction
and corresponding vocabulary of spatial relations in particular can
vary immensely between different groups of language users ﬁ With
this in mind, it should be possible to discover subspaces in which
these mappings would work out differently. The point to appre-

3An interesting question to pursue empirically would be to see if particular corpora, which, as [Caliskan et al.
(2017) have recently pointed out, are themselves prone to absorb culturally specific biases that are then subse-
quently necessarily incorporated into statistically derived semantic models, are more or less conducive to the
modelling of corresponding cultural metaphors.
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ciate here, though, is that these different subspaces correspond to
different conceptual contextualisations, and in principle we should
be able to generate any metaphor we like in an open-ended way:
after all, in some conceptual sense, ravens can be writing desks
and people are telescopes, and we would like our methodology to
afford us the opportunity to discover all of these mappings.

Plots [2c| and [2d}, on the other hand, are mappings between more
specific domains. In the first instance, we examine a metaphor
that has been discussed perhaps to the point of tedium by lin-
guists, namely that of the butcherous surgeon, filled in with some
more details regarding potential intensional mappings from the
one profession to the other. Something to note here is the po-
tential for reversal of the metaphor, since we can easily enough
imagine describing a particularly skillful butcher with the vocab-
ulary of stereotypical surgical precision. But again, as with the
metaphors of orientation and colour, a recalibration of these re-
lationships would involve a reconsideration of the underlying di-
mensions defining the subspace, and so in effect a reconceptuali-
sation of the cognitive context in which the new metaphor would
arise. This potential for reversibility gives rise to another inter-
esting question, however, since not all metaphors are evenly bal-
anced in this regard: to borrow an example from Veale and Hao
(2007), the metaphor cigarettes are time bombs is easy enough to
understand, but swapping source and target generates something
more conceptually bizarre. The point is not that there should be
no way to reverse any given metaphor, because there is certainly
some context in which time bombs are cigarettes, but this mapping
requires a greater degree of contextualisation—and so we expect
the appropriate subspace to be less likely to arise.

Finally, in the case of Plot[2d, we have generated an interpreta-
tion of Duke Senior’s speech at the beginning of the Second Act
of As You Like It, where he declares:
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And this our life, exempt from public haunt,
Finds tongues in trees, books in the running brooks,
Sermons in stones, and good in everything.

Here we have an example of a subspace in which we can generate
the evocative kind of mappings that Carston (2010) has referred to
as imagistic in their propensity for conjuring up non-propositional
mental content. But, where Carston proposes two distinct, albeit
not exclusive, routes to metaphor understanding, we would like
to present a methodology which encapsulates a singular path to
metaphor generation. So here we see that, in the contextual pro-
jection of geometric subspaces, we can frame metaphor generation
in terms of a unified process of mapping between isomorphic do-
mains: the metaphor is, in effect, the product of the perception of
how to convey mental content that has arisen in response to some
situation in the world, and the discovery of the words that do the
job under those circumstances is not really any different whether
the metaphor 1s conveying something banal or sublime.

In every case explored here, we suggest that the conceptually
specific subspace of contextualised semantic relationships offers
up affordances of meaning making, and the language user grabs
these lexical opportunities for communication and applies them,
much as if they were a tool found lying on the ground at just
the right moment. Our case is that, in addition to accommodat-
ing the ad hoc construction of conceptual structures, a geomet-
ric approach involving congruences within contextually projected
subspaces can create a basis for modelling the evident perceptual
immediacy with which metaphor is generated. Once a subspace
is specified, identifying mappings between domains is simply a
matter of identifying aligned and matched shapes. The outstand-
ing question is then how to determine these subspaces in the first
place. In the following section, we will explore a technique for dis-
covering these subspaces analytically, and will suggest the broad
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possibility for a data driven approach for the generative construc-
tion of such subspaces.

6 Finding Coherent Subspaces

In the subspaces illustrated in Figure 2] the idea is that metaphor
correlates with a mapping by which the angle between the source
vector and the target vector is small, and the overall variances in
distances between source vectors and respective target vectors is
likewise small. This results in a convenient way of both visualising
and conceptualising these cross-domain mappings as projections
within projections, the constellation of word-vectors outlining the
target domain being like a shadow of the configuration of points
in the source domain cast by a light source located at the origin
of the subspace. Since these subspaces are composed of statistics
construed along concrete dimensions of co-occurrence as observed
in a corpus, we can interpret this phenomenon mathematically in
terms of sets of dimensions with comparable relative probabilities
of co-occurrence for source versus target terms. This means the
ratio of co-occurrences for a source and target word with a par-
ticular term should be relatively consistent with the ratio of sums
of co-occurrences across all terms delineating the dimensions of a
contextualised mapping. In mathematical terms, we are trying to
find the set of d co-occurrence features ¢ that minimise the vari-
ance 1n the ratios of the co-occurrence measure M from Equation
for a given source word w, and target word w;:

(s (img) o

Here, c; indicates any one of the d co-occurrence features in the
subspace projected to represent the contextual emergence of a metaphor,
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and p indicates taking the mean of the ratios of the measures M
for source word to target word for all such features.

This formalism will be useful when we consider how we might
go about solving the problem of systematically specifying the con-
text of a metaphor in terms of co-occurrence statistics. More gen-
erally, the geometry of an appropriately configured subspace cap-
tures the semantics inherent in relationships between lexical repre-
sentations. In the case of a mapping from a source to a target in one
of these spaces, we can say that there is a specific direction, dis-
tance, and orientation associated with the metaphoric move from
one conceptual domain to another, and these features in turn cor-
relates with a probabilistic tendency in terms of the way that lan-
guage has been observed in use.

One important thing to note about all the plots in Figure 2] is
that the co-occurrence dimensions that form the basis for these
mappings have an evidently random character. One would not in-
stinctively guess, for instance, that co-occurrences with the words
(sunny, man’s, brave) had something to do with a structured map-
ping from the domain of COLOUR to that of AFFECT. What we
must bear in mind, though, is first of all that these dimensions col-
lectively represent a tendency in language use, and so should not
necessarily be interpreted independently. Instead of thinking of
the dimensions defining a concept-specific context as a set of la-
bels denoting relevant conceptual properties, we propose that these
dimensional tags should be taken as in some sense collectively
topical, and potentially in ways that are apparent in the overall dy-
namic of dimensions rather than in the aggregate of individual di-
mensions. In this regard, we present our framework in alignment
with the pragmatic perspective on metaphor as a lexical specifi-
cation in response to a context in an environment rather than as a
structured mapping between persistent conceptual representations.

The second thing to appreciate with regard to the definition of
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source  target cosine dimensions source  target cosine dimensions

blue sad 0.96 beautiful, sees, down bad 0.97 toughness, to,
yellow scared 0.94 girl, confused, up good 0.96 it’s, feeling,
red angry 0.90 staring, looks, above superior 0.95 rating, bone,
green  jealous 0.92 upset, pretty beneath inferior 0.95 vein, nerves
knife scalpel 091 performed, arm, | book brook 0.89 referring, is,
shop hospital 0.96 nose, removed, tongue tree 0.92 bear, beneath,
butcher surgeon 0.90 stanley, safety, sermon  stone 0.93 creates, trees,
meat patient  0.89 informs, warren | life nature 0.98 green, itself

Table 1: Mappings, angles, and labels of axes for eight dimensional subspaces of the same
metaphor generating projections described in Figure

a contextualised subspace is that the examples illustrated in Fig-
ure [2] have been projected into just three dimensions, and the de-
cision to use such a low number of dimensions was taken purely
for the sake of visualising the way that metaphoric relationships
play out in terms of geometric mappings. We can at least in prin-
ciple, though, select arbitrarily large numbers of dimensions for
our projections, and a reasonable hypothesis would be that, as we
move into higher dimensional subspaces, the mappings between
our conceptual regions of word-vectors become more discriminat-
ing, because we can select a profile of dimensions that weeds out
more of the noise which creeps into mappings in lower dimen-
sional projections. As we increase the dimensionality of a sub-
space, we might expect the set of co-occurrence features defin-
ing the subspace to take on a conceptually coherent characteristic:
with the ratios of lengths of source and target word-vectors spread
out across a larger number of dimensions, there is more room for
discovering co-occurrences that are specific to components of the
context in which the metaphor is generated.

This expectation bears out to at least some extent in Table
where the same four metaphors explored in Figure [2| are recon-
structed in eight dimensional subspaces. Here cosine measures the
angle between source and target, with scores of zero indicating the
two vectors are at right angles while scores of one point to perfect
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alignment. The consistently high cosine scores suggest that these
higher dimensional spaces are still doing the generative work of
mapping source to target, while the dimension labels associated
with each projection now take on an at least qualitatively more
coherent aspect. The dimensions associated with the COLOUR to
AFFECT metaphor, for instance, are indicative of vision, aesthetics,
and emotions, while the dimensions for the SURGERY to BUTCH-
ERY mapping are, taken collectively, about doing things to bodies [/

In these cases, the eight dimensions have been selected from
all the possible combinations of just the top 25 dimensions in
terms of mean co-occurrence statistics for the words involved in
the metaphor: as the number of dimensions involved in a projec-
tion increases, the computational cost of computing all combina-
tions of that cardinality from a base set of dimensions expands
exponentially.ﬂ This means that there might be scope for discover-
ing even more productive combinations of dimensions amongst a
broader set of base co-occurrence dimensions. More to the point,
though, it also raises the important question of whether there might
be a way to systematically predict the subspaces in which partic-
ular metaphorical mappings will unfold. More than just overcom-
ing the well-established problem of combinatory searches through
high-dimensional parameter spaces, this would point the way to-
wards a truly generative model, where simply the representational
components combined with a conceptually anchored input that
correctly contextualises these representations provides the basis
for a projection and a corresponding mapping coupling target word-
vectors with metaphorical source word-vectors.

One way forward would be to treat metaphor generation as a

“The presence of the presumably decapitalised proper names stanley and warren is intriguing, if not immedi-
ately explicable—though a basic search of the underlying corpus, which is to say, Wikipedia, does indeed indicate
various surgeons known by either name, and various other axes of association between these names and numerous
senses of the word butcher.

SThere are 1,081,575 ways to choose 8 dimensions from a set of 25 dimensions: the curse of dimensionality
is still at play here, if not at quite the same scale as when projecting arbitrary subspaces from a base space of 8
million dimensions.
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machine learning task. So, for instance, given a target such as sur-
geon, a context such as reckless, and a set of attributes associated
with the target such as scalpel and patient, we could seek to train
a model to learn to pick the co-occurrence features defining a sub-
space in which the vectors within the domain of SURGERY map
to the corresponding points within the domain BUTCHERY. This
would constitute a supervised machine learning problem, in that
we would train the model based on a set of known cross-domain
mappings, coupled with keys indicating the context in which these
particular mappings are activated. This research would therefore
entail the development of a fairly large dataset of such annotated
mappings, which is not a trivial undertaking, though work on cat-
aloging metaphor described by, for instance, Steen et al.| (2010)
and Stickles et al.| (2016) offers a good starting point. The model
itself could take the form of a neural network, and the criterion for
defining a good mapping outlined in Equation [2| presents a candi-
date objective function.

For now, returning to the theoretical objective of exploring a
computational implementation of a pragmatic account of metaphor
outline in Section [2, we suggest that the prospective methodology
we have outline here could be construed as capturing the way that
ad hoc concepts are formed in the process of metaphor genera-
tion, in response to a particular context in an agent’s environment.
The particular arrangement of the word-vectors associated with,
for instance, BUTCHERY or EMOTION in the source domains 1l-
lustrated in Figure [2indicate a context specific projection of those
concepts, and one which facilitates a productive cross-domain cor-
respondence. The curse of dimensionality remains a factor here,
in that there are a very large number of ways to rearrange the se-
mantic geometry of a collection of lexical representations, but this
has to be the case: we must allow our methodology for discover-
ing metaphors to be open-ended in the way that different situations
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specify different extemporaneous conceptual constructs. We have
so far demonstrated that there are some steps that can be taken to
reduce the immensity of the space of possible semantic projections
based on a set of inputs. Whether we can systematically identify
a methodology for representing context and then identifying the
particular subspaces in which a specific context is resolved into a
set of geometric relationships that can be acted upon as the basis
for linguistic communication remains to be seen.

7 The Way Forward

It is important at this point to consider ways in which a methodol-
ogy such as the one we’ve proposed might be quantitatively eval-
uated. One approach to evaluating metaphor generation might in-
volve a statistical anlaysis of the correlation between the words
involved in a novel construction and the anticipated affect of those
words, as Veale and Hao (2007) have done for similes. This is
an interesting and relevant way of examining the impact of fig-
urative language, but it doesn’t really tell us about the way that
this type of language operates as a mechanism of communica-
tion. Alternatively, Miyazawa and Miyao (2017) have proposed
to crowd-source human assessments of computationally generated
metaphors in terms of metrics such as novelty and comprehensi-
bility. This grounds a system out in a real-world judgement of the
degree to which a metaphor accomplishes the task of communi-
cating a proposition in a new way, but it tells us nothing else about
how metaphor operates in a particular communicative context.

If we are to take seriously Davidson’s (1978) idea that metaphor
is not strictly to be assessed in terms of the success of a non-literal
construction in conveying propositional content, we can’t even re-
ally query a pragamatically motivated system’s output in terms of
entailment: when an agent constructs a metaphor, they are doing
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something aside from, or more than, simply saying that something
is a certain way in the world. From this point of view, it seems it
will be necessary to develop an approach to measuring the conse-
quence of an expression in a particular circumstance, beyond sim-
ply determining whether propositional information has been effec-
tively communicated. It seems inevitable that, in order to evaluate
the context-sensitive generation of metaphor, we will need to de-
vise a way to place the evaluator directly into the particular context
in which the metaphor has come about. What this would involve,
and the degree of immersion necessary to really evaluate the sys-
tem, depends on how exactly context is defined, a question which
is fundamental to everything that has been said here. The inter-
pretability of the mechanisms of the methodology outlined in the
preceding sections might offer some leverage in terms of provid-
ing insight into the operation of the system, something which is a
factor for artificial agents in a way it is not for humans.

It is also worth considering how we might establish a base-
line as a point of comparison to any system designed based on
the methodology outlined above, and here we should note that a
new generation of context-sensitive distributional semantic mod-
els have emerged which seem ripe for application to non-literal
language. Using, for instance, bi-LSTM (Peters et al., 2018)) or
transformer architectures (Devlin et al., 2019), massively deep and
wide neural networks learn to project word representations into a
semantic space that is coloured by the context of an actual sen-
tence in which the word is observed. On the surface, models such
as this would seem to do something very similar to what we are
grasping for with our proposed methodology. But, while some
valuable work has been done to explore the geometries of these
types of models and the ways in which representations shift in
context (Ethayarajh, 2019), the question of how these approaches
might push words into geometries that can be interpreted in terms

31



of context sensitive departures from literal lexical interpretations
remains open.

So, in terms of next steps, we would propose first of all con-
sidering a robust approach to evaluating the way that metaphor
comes about in a particular environmental context, and then ex-
ploring ways in which both output and process can be examined
in order to assess the operation of a metaphor in a situation. These
are substantial research objectives in themselves, and in addition
to the significant work that remains to be done in refining the broad
methodology proposed here.

8 Conclusion

For the time being, we will have to consider the prospect of a com-
prehensive computational metaphor generating system described
above as a target for future work. The methodology for mapping
sources to targets outlined in this paper has, we hope, put some
of the fundamental apparatus for such a system in place, but there
are still a number of questions regarding the technical particulars
of the approach. Model parameters range from the way in which
words are represented (should they be lemmatised, for instance,
or endowed with syntactic information?) to the way that frequen-
tist statistics are weighted in our base matrix (is the information
theoretic measure used to obtain the case studies outlined here the
most appropriate one?). The establishment of the features of the
relationships between the vectors associated with input words and
the candidate dimensions for contextually projecting these vetors
bears a great deal more thought, and indeed the selection of the
underlying data itself is a question requiring careful theoretical
consideration.

As things stand, we’ve endeavoured to present a procedure that
demonstrates the tractability of spaces of statistically grounded
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semantic representations as geometric models of the process of
metaphor generation. To anticipate one potential and reasonable
theoretical objection to the framework we’ve outlined here, much
of the work seems to be happening on the surface of language, by
way of the interaction of representational forms without necessar-
ily communicating with associated cognitive processes that bind
these forms to non-linguistic modes of being in the world. Ulti-
mately, important reservations have been raised by, for instance,
Chomsky| (1957) about the very idea that much of what is inher-
ent in language can be gleaned from the statistical data about how
words have been used, and we acknowledge that there is much
to word meaning which is simply not in the words themselves.
This is a valid point, and we would be remiss to argue that the
intentional and indeed phenomenological properties that have, at
times, been associated with metaphor use could in any compre-
hensive sense be captured by a model based on our methodology.
Ultimately, it is at least admissible to surmise that the contextu-
alisation component of our methodology in particular will have to
fall back on information that comes in some sense from outside the
statistical data about language use. There is, to put it concretely,
something in the lived-in experience of the world that differenti-
ates bad surgeons from, say, bad barbers, and this distinction has
significant implications for the way that metaphor might be ap-
plied.

Nonetheless, we maintain that there is something desirable in
the application of statistical geometry in performing mappings be-
tween semantic domains. The first desideratum has been a core
theme of the description of our methodology above: by seeking
semantics in a geometry of quantitative lexical representations, we
likewise effectively map the operation of our methodology to un-
derlying claims about the way that language is observed in use,
and so pin it at least in a general sense to the primary criterion
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we have for talking about what language is used for and how it
works. We have remained intentionally vague about what these
claims might actually be, but we would like to create a frame-
work for exploring the pragmatic commitment that language is in
some sense in the world as much as it is in the head. A require-
ment of such a framework would be a mechanism for the ad hoc
generation of concepts, in a process where language is both an
expressive product and also a productive source of the situational
specification of meaning. This process can be particularly evident
in the case of metaphor generation, where extemporaneously con-
structed concepts can vary in surprising ways from the prototypical
or stereotypical versions of those concepts.

As we have mentioned, the project of devising a computational
framework for lexical pragmatics is an ambitious one: this area
has typically been viewed as recalcitrant to computational mod-
elling, not least because it deals with the inherent messiness of
being an agent in a chaotic world, and there being something it
is like to be such an agent. We propose that, by cautiously con-
sidering the rampant recombinability of high dimensional spaces,
we might discover a basis for using statistical analysis as at least
a simulacrum of the complexity of the world. In the cases illus-
trated above, based on the weightings used to build our base ma-
trix and the nature of the mappings from source to target domains,
the methodology is picking up on something about consistencies
in relative probabilities between coupled representations as well
as across sets of these couplings, but there is no reason we can’t
consider any range of other hypotheses about what tendencies in
language use, or indeed complex interrelationships between ten-
dencies, might be associated with metaphor. We will simply note
that it is probably desirable to consider models where the features
of representational structures are in some sense interpretable: this
will facilitate training a system to make the selections necessary in
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order to project contextualised versions of these representations.

The second desideratum regards the construction of a frame-
work that permits the notion of perceptual affordance to play arole
in the modelling of linguistic flexibility, something we touched on
at the end of Section [5] when we discussed the perceptual imme-
diacy of modelling metaphors geometric features. By designing a
methodology in which conceptual regions can be mapped to each
other through congruences in their directly observable geometric
situations, we can begin to see a way towards generating metaphor
without necessarily having to do the more cognitively expensive
work of simultaneously interpreting metaphor. This is visually
obvious in the examples illustrated in Figure [2, where we can sim-
ply see that the source domains project themselves neatly onto the
target domains, and this observation extends intuitively to higher
dimensions, where this visual immediacy can be generalised in
terms of some very simple formulations regarding angles and dis-
tances. Our claim is that this methodology for projecting spaces in
which metaphors play out geometrically instantiates a theoretical
commitment that metaphor can be described as the direct percep-
tion of an opportunity for meaning-making in a specific cognitive
environment.

Under this regimen, metaphor becomes not just a mechanism
for codifying propositional content about the world in ways that
are by turn aesthetically appealing and communicatively efficient,
but also an instance of humans using words in the same way that
they use other entities, however material or immaterial they may
be, found in their environments. Just as a shoe can become a ham-
mer or a newspaper can become a fan without the agent deploy-
ing these implements in those ways thinking too much about it,
a word can become a device for showing not just what but how
a communicator is cognitively experiencing their situation. This
does not dispense with the notion of metaphor as a property of the

35



productive and often systematic cognitive coupling of conceptual
domains; on the contrary, unless we choose to likewise dispense
with the idea that language is tightly coupled with cognition, this
becomes another piece of evidence in the ever more clear picture
that words offer great insight into the working of the mind. In fact,
we would like to believe that our methodology, to the extent that
it offers a way of seeing how concepts that come about contextu-
ally can still be the subject to cross-domain mappings, and how
furthermore statistics about language use can become the basis for
the geometry in which these mappings unfold, can be an impor-
tant component in the application of computational techniques to
the study of the relationship between language, humans, and the
world.
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