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Spector’s Bar Recursion as a Product of Selection Functions

Selection Functions

Generalised quantifiers

φ : (X → R)→ R

(≡ KRX)

For instance

Operation φ : (X → R) → R

Quantifiers ∀X ,∃X : (X → B) → B

Integration
∫ 1

0
: ([0, 1]→ R) → R

Supremum sup[0,1] : ([0, 1]→ R) → R
Limit lim : (N→ R) → R

Fixed point operator fixX : (X → X) → X
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Spector’s Bar Recursion as a Product of Selection Functions

Selection Functions

Definition (Product of Generalised Quantifiers)

Given φ : KRX and ψ : KRY define φ⊗ ψ : KR(X × Y )

(φ⊗ ψ)(p)
R
:≡ φ(λxX .ψ(λyY .p(x, y)))

where p : X × Y → R.

For instance

(∃X ⊗ ∀Y )(pX×Y→B)
B≡ ∃xX∀yY p(x, y)

(sup⊗
∫

)(p[0,1]2→R)
R≡ supx

∫ 1

0
p(x, y)dy
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Spector’s Bar Recursion as a Product of Selection Functions

Selection Functions

Theorem (Mean Value Theorem)

For any p ∈ C[0, 1] there is a point a ∈ [0, 1] such that∫ 1

0

p = p(a)

Theorem (Witness Theorem)

For any p : X → B there is a point a ∈ X such that

∃xXp(x) ⇔ p(a)

(similar to Hilbert’s ε-term).
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Spector’s Bar Recursion as a Product of Selection Functions

Selection Functions

Let JRX :≡ (X → R)→ X.

Definition (Selection Functions)

ε : JRX is called a selection function for φ : KRX if

φ(p) = p(εp)

holds for all p : X → R.

Definition (Attainable Quantifiers)

A generalised quantifier φ : KRX is called attainable if it has
a selection function ε : JRX.
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Spector’s Bar Recursion as a Product of Selection Functions

Selection Functions

The Mapping ( · ) : JR 7→ KR

Every element
ε : JRX

is a selection function for the (attainable) quantifier

εp
R
:= p(εp).

We define a product of selection functions such that

ε⊗ δ = ε⊗ δ
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Spector’s Bar Recursion as a Product of Selection Functions

Selection Functions

Definition (Product of Selection Functions)

Given ε : JRX and δ : JRY define ε⊗ δ : JR(X × Y ) as

(ε⊗ δ)(pX×Y→R)
X×Y
:= (a, b(a))

where
a := ε(λx.p(x, b(x)))

b(x) := δ(λy.p(x, y)).
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Spector’s Bar Recursion as a Product of Selection Functions

Selection Functions

Quantifier Elimination

Suppose ∃p = p(εp) and ∀p = p(δp).

Then

∃x∀y p(x, y) = ∃x p(x, b(x))

= p(a, b(a))

where

b(x) = δ(λy.p(x, y))

a = ε(λx.p(x, b(x))).

In fact, (ε⊗ δ)(p) = (a, b(a)).
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Spector’s Bar Recursion as a Product of Selection Functions

Selection Functions

Main Theorem

Theorem

ε⊗ δ = ε⊗ δ

Proof.

Let a = ε(λx.q(x, b(x))) and b(x) = δ(λy.q(x, y)). Then

(ε⊗ δ)(q) = ε(λx.δ(λy.q(x, y)))

= ε(λx.q(x, b(x)))

= q(a, b(a))

= q((ε⊗ δ)(q))

= (ε⊗ δ)(q).

11 / 22



Spector’s Bar Recursion as a Product of Selection Functions

Selection Functions

Main Theorem

Theorem

ε⊗ δ = ε⊗ δ

Proof.

Let a = ε(λx.q(x, b(x))) and b(x) = δ(λy.q(x, y)). Then

(ε⊗ δ)(q) = ε(λx.δ(λy.q(x, y)))

= ε(λx.q(x, b(x)))

= q(a, b(a))

= q((ε⊗ δ)(q))

= (ε⊗ δ)(q).

11 / 22



Spector’s Bar Recursion as a Product of Selection Functions

Generalised Games

Outline

1 Selection Functions

2 Generalised Games

3 Spector’s Solution

12 / 22



Spector’s Bar Recursion as a Product of Selection Functions

Generalised Games

Finite Games (n rounds)

Xi available moves at round i

R set of possible outcomes

q : Πn−1
i=0 Xi → R outcome function

φi : (Xi → R)→ R round i outcome quantifier

Definition (Optimal outcome and moves)

For ~x ≡ x0, . . . , xk−1 call

w~x :=
n−1⊗
i=k

(φi)(q~x)

the optimal outcome of sub-game x0, . . . , xk−1.

Move ak is an optimal move at round k if w~x = w~x∗ak
.
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Spector’s Bar Recursion as a Product of Selection Functions

Generalised Games

Finite Games (n rounds)

Theorem

If φk are attainable (with selection functions εk) then

(i) ~a~x :=
⊗n−1

i=k (εi)(q)

is an optimal play starting from x0, . . . , xk−1.

(ii) nextk(x0, . . . , xk−1) := εk(λxk.w~x∗xk
)

is an optimal strategy for round k.

(iii) Let pk := λxk.wa0,...,ak−1∗xk
. Then

ak = εk(pk) and pk(ak) = pj(aj) = q(~a).
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Spector’s Bar Recursion as a Product of Selection Functions

Generalised Games

Infinite Games

Xi available moves at round i

R set of possible outcomes

q : Π∞i=0Xi → R outcome function

φi : (Xi → R)→ R round i outcome quantifier

Definition (Optimal outcome and moves)

For ~x ≡ x0, . . . , xk−1 call

w~x :=
∞⊗
i=k

(φi)(q~x)

the optimal outcome of sub-game x0, . . . , xk−1.

Move ak is an optimal move at round k if w~a = w~a∗ak
.
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Spector’s Bar Recursion as a Product of Selection Functions

Generalised Games

Infinite Games

Theorem

If φk are attainable (with selection functions εk) then

(i) α~x :=
⊗∞

i=k(εi)(q)

is an optimal play starting from x0, . . . , xk−1.

(ii) nextk(x0, . . . , xk−1) := εk(λxk.w~x∗xk
)

is an optimal strategy for round k.

(iii) Let pk := λxk.wαk∗xk
. We have, for all k,

α(k) = εk(pk) and pk(α(k)) = q(α)

16 / 22



Spector’s Bar Recursion as a Product of Selection Functions

Generalised Games

Infinite Games

Theorem

If φk are attainable (with selection functions εk) then

(i) α~x :=
⊗∞

i=k(εi)(q)

is an optimal play starting from x0, . . . , xk−1.

(ii) nextk(x0, . . . , xk−1) := εk(λxk.w~x∗xk
)

is an optimal strategy for round k.

(iii) Let pk := λxk.wαk∗xk
. We have, for all k,

α(k) = εk(pk) and pk(α(k)) = q(α)

16 / 22



Spector’s Bar Recursion as a Product of Selection Functions

Generalised Games

Infinite Games

Theorem

If φk are attainable (with selection functions εk) then

(i) α~x :=
⊗∞

i=k(εi)(q)

is an optimal play starting from x0, . . . , xk−1.

(ii) nextk(x0, . . . , xk−1) := εk(λxk.w~x∗xk
)

is an optimal strategy for round k.

(iii) Let pk := λxk.wαk∗xk
. We have, for all k,

α(k) = εk(pk) and pk(α(k)) = q(α)

16 / 22



Spector’s Bar Recursion as a Product of Selection Functions

Generalised Games

In Other Words...

Theorem

Given
εk : (Xk → R)→ Xk

q : Π∞i=0Xi → R

we have, for all n,

α(n) = εn(pn)

pn(α(n)) = q(α)

where α :=
⊗∞

i=0(ε)(q) and pn := λx.wαn∗x.

Except that infinite products might not be defined!

R might not be discrete.
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Spector’s Bar Recursion as a Product of Selection Functions

Generalised Games

The Good News

Spector’s Problem

Given ω, ε(·) and q find n, α, p(·) satisfying

n
N
= ω(α)

α(n)
Xn= εn(pn)

pn(α(n))
R
= q(α)

Good News. We don’t need to play optimally forever.

18 / 22



Spector’s Bar Recursion as a Product of Selection Functions

Generalised Games

The Good News

Spector’s Problem

Given ω, ε(·) and q find n, α, p(·) satisfying

n
N
≤ ω(α)

α(n)
Xn= εn(pn)

pn(α(n))
R
= q(α)

Good News. We don’t need to play optimally forever.

18 / 22



Spector’s Bar Recursion as a Product of Selection Functions

Spector’s Solution

Outline

1 Selection Functions

2 Generalised Games

3 Spector’s Solution

19 / 22



Spector’s Bar Recursion as a Product of Selection Functions

Spector’s Solution

Conditional iteration

Iterated product ⊗
k

(ε) = εk ⊗ (
⊗
k+1

(ε))

in general fails if R not discrete (even assuming continuity).

Spector’s solution

⊗
s

(ε)(q)
Π∞

i=|s|Xi

=

 0 if ωs(0) < |s|
(ε|s| ⊗ λx.

⊗
s∗x

(ε))(q) otherwise.
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Spector’s Bar Recursion as a Product of Selection Functions

Spector’s Solution

Spector’s Oversight (?)

In finding the solution (a product of selection functions)

⊗
s

(ε)(q)
Π∞i=kXi

=

 0 if ωs(0) < |s|
(ε|s| ⊗ λx.

⊗
s∗x

(ε))(q) otherwise.

Spector generalises recusion scheme as product of quantifiers!

⊗
s

(φ)(q)
R
=

{
g(0) if ωs(0) < |s|
(φ|s| ⊗ λx.

⊗
s∗x(φ))(q) otherwise.
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Spector’s Bar Recursion as a Product of Selection Functions

Spector’s Solution

For more information

M. Escardo and P. Oliva
Selection functions, bar recursion and backward induction
Submitted, July 2009

M. Escardo and P. Oliva
Instances of bar recursion as iterated products of selection functions
and quantifiers
In preparation
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