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Abstract. In this paper we report an initial comparison of relevance assess-
ments made as part of the INEX 2006 Interactive Track (itrack’06) to those 
made for the topic assessment phase of the INEX 2007 ad-hoc track. The results 
indicate that that there are important differences in what information was as-
sessed under the two different conditions, but it also suggests a certain level of 
agreement in what constitutes relevant and non-relevant information. In addi-
tion, there are indications that the task type has an influence on the distribution 
of relevance assessments. 

1   Introduction 

In this paper, we report on a comparison of relevance assessments made as part of the 
INEX 2006 interactive track [7] (itrack’06) and those made as part of the topic as-
sessment phase for the INEX 2007 ad-hoc track. Our analysis is based on eight topics 
that were assessed as part of both tracks. 

The conditions under which the eight topics were assessed were significantly dif-
ferent, with searchers in itrack’06 assessing the usefulness of elements in addressing 
information seeking tasks, while topic assessors for the ad-hoc track focused on pro-
viding comprehensive assessments for each retrieved document. These different con-
ditions provide the main motivation for carrying out this research. More specifically, 
we are primarily interested in investigating: 

• The extent to which the different conditions affect the relevance of document 
elements, as perceived by itrack’06 searchers and ad-hoc topic assessors. 

• The overlap of the assessed information, i.e. to what extent the information 
that searchers and assessors perceived as being useful in their respective tasks 
was similar. 

In addition, the eight topics used in the study are classified into different task types 
[7,12], providing thus the opportunity to also study the effect of different topic types. 
Further, in itrack’06 two versions of an XML IR system were used (more details in 
section 2.1 and in [7]), allowing us to also study the effect of system type perception 
of document element relevance. 
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There has been significant work on the study of relevance assessments and agree-
ment between assessors in the context of the Text Retrieval Conferences - TREC  
[1, 9, 13, 14, 15]. The main emphasis has been on binary relevance assessments, since 
this has been the basis for evaluation in TREC. In one of the few studies that have 
used multi-scale relevance assessments, Voorhees [14] used the TREC-9 web track 
data and a three-point relevance scale (not relevant, relevant, highly relevant) in order 
to examine the effect in evaluation stability of considering only highly relevant 
documents. Voorhees found that there is a negative effect on stability by the consid-
eration of only highly relevant documents. 

Most of the past work on relevance assessments in the context of TREC has also 
focused relevance judgements made by the TREC assessors, not by online searchers. 
Some exceptions involve interactive searching and judgement are the work by Cor-
mack et al. [1], and Sanderson and Joho [9], interactive searching, judging and query 
reformulation are used for forming relevance assessments. In the study by Cormack et 
al., it was reported that an agreement level of 40% existed between relevance assess-
ments made by interactive searching and by TREC assessors. Voorhees [13] has also 
examined inter-assessor agreement for a subset of the TREC-4 data (only between 
TREC assessors), and found similar levels of agreement. Inter-assessor agreement has 
generally been considered a problem area in IR evaluation in the context of TREC. 

In the remaining of this paper, we first describe some methodological issues in sec-
tion 2, we then present some initial results and analysis in section 3, and we conclude 
and outline our further plans for analysis in section 4. 

2   Methodology 

In this section we describe the methodology of our study. First in sections 2.1 and 2.2 
we briefly summarise the frameworks under which relevance assessments were made 
for itrack’06 and the INEX 2007 ad-hoc track, respectively, and in section 2.3 we 
discuss the methodology by which the assessments in the two tracks were compared.  

2.1   Interactive Track 2006 

In the INEX 2006 interactive track (itrack’06) searchers from various participating 
institutions were asked to find information for addressing information seeking tasks 
by using two interactive retrieval systems: one based on a Passage retrieval backend1 
and one on an Element retrieval backend2. Both versions had similar search interfaces 
but differed in the returned retrieval entities: The passage retrieval backend returned 
non-overlapping passages derived by splitting the documents linearly. The element 
retrieval system returned elements of varying granularity based on the hierarchical 
document structure. The frontend was a modified version of the Daffodil system [3], 

                                                           
1 The Passage retrieval backend was based on CSIRO’s Panoptic™/Funnelback™ platform. 

See http://www.csiro.au/csiro/content/standard/pps6f,,.html for more information. 
2 The Element retrieval backend was based on Max Planck Institute for Informatics’ TopX 

platform. See [11] for more information. 
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and the document collection used was the INEX Wikipedia corpus [2]. For a full 
description of the systems used in itrack’06 the reader can refer to [6]. 

Twelve search tasks of three different types [12] (Decision making, Fact finding and 
Information gathering), further split into two structural kinds (Hierarchical and Paral-
lel), were used in the track [7]. The tasks were split into different categories allowing 
the searchers a choice between at least two tasks in each category, and at the same time 
ensuring that each searcher will perform at least one of each type and structure. 

An important aspect of the study was to collect the searcher’s assessments of the 
relevance of the information presented by the system. We chose to use a relevance 
scale based on work by Pehcevski et al. [8]. Searchers were asked to select an assess-
ment score for each viewed piece of information that reflected the usefulness of the 
seen information in solving the task. Five different scores were available, expressing 
two aspects, or dimensions, in relation to solving the task: How much relevant infor-
mation does the part of the document contain, and how much context is needed to 
understand the element? This was combined into five scores as follows: 

• Not relevant (NR). The element does not contain any information that is useful 
in solving the task 

• Relevant, but too broad (TB). The element contains relevant information, but 
also a substantial amount of other information 

• Relevant, but too narrow (TN). The element contains relevant information, but 
needs more context to be understood 

• Partial Relevant answer (PR). The element has enough context to be under-
standable, but contains only partially relevant information 

• Relevant answer (R). The element contains highly relevant information, and is 
just right in size to be understandable. 

In the interactive track, the intention is that each viewed element should be assessed 
with regard to its relevance to the topic by the searcher. This was, however, not en-
forced by the system as it may be regarded as intrusive by the searchers [6]. Note that 
in contrast to the assessments made for the ad-hoc track, there is no requirement for 
searchers to view each retrieved element as independent from other components 
viewed. Experiences from user studies clearly show that users learn from what they 
see during a search session. To impose a requirement for searchers to discard this 
knowledge would create an artificial situation and will restrain the searchers from 
interacting with the retrieved elements in a natural way. 

Overall, 88 interactive track searchers made 2170 relevance assessments for the 
eight tasks analysed in this paper. Table 1 in Section 3 gives a detailed account of this 
data. 

2.2   INEX 2007 Ad-Hoc Assessments 

The purpose of the INEX 2007 ad-hoc track is to create a test collection consisting of 
a corpus of documents, a set of questions directed at the documents (called topics) and 
a set of relevance assessments specifying which documents (or the elements that are 
part thereof) that are relevant to each topic [4]. The elements to be assessed were 
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identified by pooling the output of multiple retrieval systems following the method first 
proposed in [10]; the pool of retrieved elements for each topic was then assessed by the 
topic author.  

In INEX 2007 the assessment process focussed on the notion of specificity, that is, 
the extent to which the element focuses on the information need expressed in the topic 
[4]. A highlighting approach was taken, where the assessor first skims the document 
and then highlights any parts that contain only relevant information. From this, the 
specificity of any element with highlighted content can be calculated automatically. 
This may be done by computing the ratio of relevant content (rsize) to all content 
(size), measured in the number of characters. 

All twelve topics that were used in itrack’06 were also submitted as topics for the 
ad-hoc track. Up to the point of writing this paper, full assessments for eight of these 
topics were available – we use these as the basis of our result presentation and analy-
sis in section 3. 

2.3   Mapping Ad-Hoc and Interactive Track Assessments 

Whereas the interactive track assessments are given in terms of one of the five catego-
ries in section 2.1, the ad-hoc assessments are of a continuous nature. Thus a mapping 
between them is needed for comparisons. As mentioned above, there was a difference 
in the scope of the two types of assessments: where the ad-hoc track aimed at getting 
comprehensive assessments for each retrieved document, the interactive track search-
ers were free to assess as much or as little information as they saw fit. In addition, no 
attempt was made to control learning effects across a search session in the interactive 
track, while ad-hoc assessors were explicitly asked to assess each element on its own 
merit. 

In the interactive track, non-relevant elements could be specified explicitly (by se-
lecting the NR assessment), as well as implicitly (by searchers viewing an element but 
not giving any assessment). As such, there is a good correspondence with the ad-hoc 
track, where only relevant information was highlighted and the rest ignored. 

The notion of relevant information (R) in the interactive track would correspond in 
the ad-hoc assessments to elements that are either fully highlighted or have a large 
ratio of highlighted content, for example elements with more than 75% relevant con-
tent might be considered as being relevant. Following the same line of argument, the 
interactive track notion of Too Broad (TB) would correspond to elements that in the 
ad-hoc assessments have a relatively small amount of highlighted content, for exam-
ple, elements with less than 25% relevant content might be considered as being Too 
Broad. 

It is, however, more difficult to identify a direct parallel to the notion of Too Nar-
row (TN) in the ad-hoc assessment data. It might be argued though that it is unlikely 
that small elements would have been relevant to the itrack’06 topics. Pragmatically, 
such small elements can be filtered out by excluding elements smaller than a given 
absolute size, e.g., 125 characters3. A similar reasoning based on absolute size could 
                                                           
3 Based on that a typical sentence length in English text is around 125 characters (http://hearle. 

nahoo.net/Academic/Maths/Sentence.html). 
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be applied as a supplemental criterion to the notion of Relevant (R): elements that 
contain, e.g., 500 characters of highlighted content could be deemed Relevant, regard-
less of the ratio of highlighted content. 

The notion of Partial Relevant Answer (PR) is also difficult to translate to the ad-
hoc assessments, because only relevant information was highlighted in the assessment 
process.  

3   Results and Analysis 

In the interactive track 88 searchers were recruited by 8 research groups, and overall 
they completed 334 search sessions4. Table 1 presents some basic statistics for the 
assessments provided as part of itrack’06. For the eight topics analysed in the present 
paper, 2170 elements were assessed. As different searchers would often assess the 
same elements for the same topic, the number of unique assessed elements was 1039 
(an average of 2.1 assessments per element). For 177 of these uniquely assessed ele-
ments, two or more different assessments (e.g. R, TB and TB) were given by search-
ers. These present a particular challenge in our study, because we need to arrive at a 
single assessment for each element in order to compare it to the ad-hoc assessments. 

Table 1. Basic statistics on the relevance assessments provided by the INEX 2006 interactive 
track searchers (including elements that were viewed, but not assessed) 

Total number of assessments (including elements assessed more than once) 2170 
Unique elements assessed 1039 
Unique elements with two or more different assessments 177 

In Table 2, we provide details about how these different assessments are distrib-
uted among the 1039 uniquely assessed elements. Both rows and columns list the 
relevance categories and the table shows how many elements have been assessed 
under both categories by any number of different searchers. There are for instance 57 
elements that have been assessed both as Relevant and as Too Broad.  

The distribution of values in Table 2 is fairly uniform, with the maximum value be-
ing the 10% of the elements marked as NA and R. This largest value corresponds to 
searchers viewing, but not assessing (NA), elements that other searchers had assessed 
as relevant. Overall, elements that were not assessed by some searchers but were 
assessed by other searchers (i.e. the NA row) correspond to the largest percentage in 
Table 2. Elements assessed as non-relevant (NR) are noteworthy as they correspond 
to cases where searchers have explicitly indicated that the elements are particularly 
ill-fitted to the topic. Elements assessed as non-relevant overlap with relevant of any 
category in 3-5% of the cases. In the heuristics applied to derive a single assessment 
for the 177 elements, special weight is given to those that were explicitly assessed as 
non-relevant. 

                                                           
4 Due to system problems, logs of some search sessions had to be excluded. 
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Table 2. Details of how different assessments are distributed among document elements in raw 
counts (left) and percentages over the 1039 unique assessed elements (right) 

 R NA NR PR TB TN   R NA NR PR TB TN 

R - 103 52 68 57 36  R - 9.9% 5.0% 6.5% 5.5% 3.5% 

NA 103 - 77 75 59 34  NA 9.9% - 7.4% 7.2% 5.7% 3.3% 

NR 52 77 - 47 32 19  NR 5.0% 7.4% - 4.5% 3.1% 1.8% 

PR 68 75 47 - 35 20  PR 6.5% 7.2% 4.5% - 3.4% 1.9% 

TB 57 59 32 35 - 18  TB 5.5% 5.7% 3.1% 3.4% - 1.7% 

TN 36 34 19 20 18 -  TN 3.5% 3.3% 1.8% 1.9% 1.7% - 

 
We applied the following heuristics to arrive at a single category of relevance for 

each of the 177 elements that were assessed differently by different searchers: 
 

1. For elements that were viewed, but not-assessed, the explicit assessments are given 
priority. 

2. If there was a majority vote, the majority category was chosen regardless of the 
difference. 

3. If there was a tie with an element assessed as non-relevant, NR was chosen. 
4. In remaining ties, any elements assessed as Relevant were categorised as relevant. 
5. Any outstanding ties (i.e., between PR, TB and TN in any combination) were left 

as ties (indicated as -tie- below). 

Table 3 shows the resulting distribution of the interactive track assessments in total 
and over the eight topics. Less than 25% were Partially Relevant, Narrow or Broad 
including only 10 ties. The rest are roughly divided into three equally sized groups of 
relevant, non-relevant and non-assessed elements, each of around 25%.  

Table 3. Distribution of interactive track assessments over topics after application of heuristics 
on elements with two or more different assessments 

Topic T1 T3 T4 T5 T7 T8 T9 T12 Total 

R 15 52 11 26 21 37 67 50 279 

NA 21 31 27 23 16 55 60 35 268 

NR 13 31 16 60 20 71 42 10 263 

PR 4 16 9 14 11 25 15 11 105 

TB 5 16 4 7 6 5 18 3 64 

-tie- 1 5  1 1 1 1  10 

TN 9 7 3 5 11 5 4 6 50 

Total 68 158 70 136 86 199 207 115 1039 

 
In order to compare the interactive assessments to those of the ad-hoc track, we ap-

plied the mapping heuristics discussed in Section 2.3 to the ad-hoc assessments. We 
regard any element with 75% or more highlighted content as relevant (R), and any 
with less than 25% as Too Broad. We thus arrive at a set of inferred assessments 
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where the ad-hoc assessments are mapped to the interactive track Relevant and Too 
Broad relevance categories as shown in Table 4. 801 elements that were assessed in 
the interactive track but not assessed in the ad-hoc track are also shown (the NA col-
umn). In addition, the 39 assessments that fall outside the range defined by the in-
ferred R and TB categories are shown distributed over 5 intermediate bins according 
to the rsize/size ratio. Excluding 23 elements that were viewed but not assessed in the 
interactive track (NA, second row) leaves only 215 elements that were assessed in 
both tracks.  

The data from Table 4 suggest that there is little agreement in what kind of infor-
mation interactive and ad-hoc assessors deem as useful for the same information-
seeking tasks, since there is relatively small overlap in the 215 common elements 
assessed. A further observation from the data is that, with regards to the commonly 
assessed elements, there is a certain degree of agreement on relevant and not relevant 
information, as demonstrated by the level of agreement in the R and NR5 rows. For 
instance, of the 129 elements assessed as relevant in the interactive track, 75 were 
relevant in the ad-hoc assessments and 12 more had between 50% - 75% relevant 
content as measured by the rsize to size ratio. In addition, looking at marginal cases 
such as TB and TN in the interactive assessments, we notice that relatively few of 
these are Relevant in the ad-hoc data.  

Table 4. Distribution of inferred relevance categories (Relevant and Too Broad) of ad-hoc 
assessments as well as non-assessed ad-hoc elements over interactive track assessments 

 Ad-hoc data: Inferred relevance categories & non-assessed elements 
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TN 1  1   4 6 12 38 50 
 Total 11 6 8 6 8 119 80 238 801 1039 

 
The rather small overlap between the two sets of assessments indicates that each 

set contains significant numbers of elements not assessed in the other set. To investi-
gate the nature of the unique contribution by the interactive track, we have checked 

                                                           
5 Especially so given that non-assessed (NA) elements in the ad-hoc track are an explicit indica-

tion of non relevance. 
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how many of the 801 elements not assessed in the ad-hoc track were actually present 
in the ad-hoc assessment pools. Table 5 shows that 510 of the interactive track ele-
ments were not even included in the ad-hoc track pools, that is, they were not found 
by any of the systems of the ad-hoc track participants. In slightly more than half of 
these cases, the interactive track searchers found these elements either non-relevant or 
not worth assessing. However, in 117 cases (23%) they did find the elements fully 
relevant and in another 114 cases (22%) relevant to some degree (i.e., PR,TB, TN or a 
tie between these). Thus, at least from the perspective of interactive track searchers, 
there were much more relevant information to be found for these 8 tasks than identi-
fied in the ad-hoc track. 

Table 5. Distribution of non-assessed elements from the ad-hoc track over interactive track 
assessments, including and excluding elements in the ad-hoc pools 

 NA NA, not in  
ad-hoc pool 

R 150 117 

NA 245 150 

NR 238 129 

PR 82 49 

TB 40 25 

-tie- 8 7 

TN 38 33 

Total 801 510 

Finally, we investigate if there were any differences in the perceived relevance de-
pending on the task type, and depending on the type of backend used. As the number 
of mutually judged elements in the ad-hoc and interactive track is quite small the full 
set of interactive track assessments are used for this analysis. Figure 1 shows the dis-
tribution of inferred relevance categories over the three tasks types used in the study. 
Comparing across task types there are indications that the searchers found a larger 
proportion of Relevant and a smaller proportion of Non-relevant elements for the 
Information gathering tasks. For the Fact finding tasks, the trend is the opposite. The 
Decision making tasks lie in the middle of these two extremes, with a relative low 
proportion of Non-relevant and a slightly lager proportion of Too broad and Too nar-
row than either of the other two task types. The element and passage backend systems 
thus performed better for the more general Information gathering tasks, and somewhat 
poorer for the more specific Fact finding tasks. This may seem counter intuitive, bear-
ing in mind that the goal of XML element retrieval is to support more focused re-
trieval. It may, however, be partially explained by the fact that keyword only queries 
with no structural hints were used in the study. 

Figure 2 below shows the distribution of the inferred relevance categories on the 
two backend systems. The distribution is quite similar, with only a slight tendency for 
more Relevant and less non-assessed elements in the passage system. 
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Fig. 1. Distribution of inferred relevance categories over the three task types in the study:  
Information gathering, Decision making and Fact finding 
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Fig. 2. Distribution of inferred relevance categories over backend systems: element and passage 
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4   Concluding Remarks and Future Work 

We reported an initial comparison of relevance assessments made as part of the INEX 
2006 Interactive Track (itrack’06) to those made for the topic assessment phase of the 
INEX 2007 ad-hoc track. The data that we presented suggest that there are significant 
differences in what information was assessed under the two different conditions, but it 
also suggests a certain level of agreement in what constitutes relevant and non-
relevant information for those elements that were assessed in both tracks. In addition, 
a noteworthy amount of additional relevant elements were identified by interactive 
track searchers. There are also indications that the task type has an influence on the 
distribution of relevance assessments, and that there were not great differences be-
tween the assessments given in the element and passage backend retrieval systems. 
For future work, we plan to investigate the effect of different relevance schemes (e.g. 
by removing the ‘partially relevant’ level), and we also plan to further investigate the 
effect that specific differences in the assessment conditions might have had in the 
relevance assessments. Kazai’s initial analysis indicate [5], based on video recordings, 
that the process of giving assessments in itself may have affected the data, leading to 
increased interaction. 
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